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Chapter 1 ®
Introduction Check for

Sridhar Seshadri

Business analytics is the science of posing and answering data questions related to
business. Business analytics has rapidly expanded in the last few years to include
tools drawn from statistics, data management, data visualization, and machine learn-
ing. There is increasing emphasis on big data handling to assimilate the advances
made in data sciences. As is often the case with applied methodologies, business
analytics has to be soundly grounded in applications in various disciplines and
business verticals to be valuable. The bridge between the tools and the applications
are the modeling methods used by managers and researchers in disciplines such as
finance, marketing, and operations. This book provides coverage of all three aspects:
tools, modeling methods, and applications.

The purpose of the book is threefold: to fill the void in the graduate-level study
materials for addressing business problems in order to pose data questions, obtain
optimal business solutions via analytics theory, and ground the solution in practice.
In order to make the material self-contained, we have endeavored to provide ample
use of cases and data sets for practice and testing of tools. Each chapter comes
with data, examples, and exercises showing students what questions to ask, how to
apply the techniques using open source software, and how to interpret the results. In
our approach, simple examples are followed with medium to large applications and
solutions. The book can also serve as a self-study guide to professionals who wish
to enhance their knowledge about the field.

The distinctive features of the book are as follows:

* The chapters are written by experts from universities and industry.
* The major software used are R, Python, MS Excel, and MYSQL. These are all
topical and widely used in the industry.

S. Seshadri (<)
Gies College of Business, University of Illinois at Urbana Champaign, Champaign, IL, USA
e-mail: sridhar @illinois.edu
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» Extreme care has been taken to ensure continuity from one chapter to the next.
The editors have attempted to make sure that the content and flow are similar in
every chapter.

e In Part A of the book, the tools and modeling methodology are developed in
detail. Then this methodology is applied to solve business problems in various
verticals in Part B. Part C contains larger case studies.

* The Appendices cover required material on Probability theory, R, and Python, as
these serve as prerequisites for the main text.

The structure of each chapter is as follows:

* Each chapter has a business orientation. It starts with business problems, which
are transformed into technological problems. Methodology is developed to solve
the technological problems. Data analysis is done using suitable software and the
output and results are clearly explained at each stage of development. Finally, the
technological solution is transformed back to a business solution. The chapters
conclude with suggestions for further reading and a list of references.

» Exercises (with real data sets when applicable) are at the end of each chapter and
on the Web to test and enhance the understanding of the concepts and application.

» Caselets are used to illustrate the concepts in several chapters.

1 Detailed Description of Chapters

Data Collection: This chapter introduces the concepts of data collection and
problem formulation. Firstly, it establishes the foundation upon which the fields
of data sciences and analytics are based, and defines core concepts that will be used
throughout the rest of the book. The chapter starts by discussing the types of data
that can be gathered, and the common pitfalls that can occur when data analytics
does not take into account the nature of the data being used. It distinguishes between
primary and secondary data sources using examples, and provides a detailed
explanation of the advantages and constraints of each type of data. Following this,
the chapter details the types of data that can be collected and sorted. It discusses the
difference between nominal-, ordinal-, interval-, and ratio-based data and the ways
in which they can be used to obtain insights into the subject being studied.

The chapter then discusses problem formulation and its importance. It explains
how and why formulating a problem will impact the data that is gathered, and
thus affect the conclusions at which a research project may arrive. It describes
a framework by which a messy real-world situation can be clarified so that a
mathematical toolkit can be used to identify solutions. The chapter explains the
idea of decision-problems, which can be used to understand the real world, and
research-objectives, which can be used to analyze decision-problems.
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The chapter also details the challenges faced when collecting and collating data.
It discusses the importance of understanding what data to collect, how to collect it,
how to assess its quality, and finally the most appropriate way of collating it so that
it does not lose its value.

The chapter ends with an illustrative example of how the retailing industry might
use various sources of data in order to better serve their customers and understand
their preferences.

Data Management—Relational Database Management Systems: This chapter
introduces the idea of data management and storage. The focus of the chapter
is on relational database management systems or RDBMS. RDBMS is the most
commonly used data organization system in enterprises. The chapter introduces and
explains the ideas using MySQL, an open-source structural query language used by
many of the largest data management systems in the world.

The chapter describes the basic functions of a MySQL server, such as creating
databases, examining data tables, and performing functions and various operations
on data sets. The first set of instructions the chapter discusses is about the rules,
definition, and creation of relational databases. Then, the chapter describes how to
create tables and add data to them using MySQL server commands. It explains how
to examine the data present in the tables using the SELECT command.

Data Management—Big Data: This chapter builds on some of the concepts
introduced in the previous chapter but focuses on big data tools. It describes what
really constitutes big data and focuses on some of the big data tools. In this chapter,
the basics of big data tools such as Hadoop, Spark, and surrounding ecosystem are
presented.

The chapter begins by describing Hadoop’s uses and key features, as well as the
programs in its ecosystem that can also be used in conjunction with it. It also briefly
visits the concepts of distributed and parallel computing and big data cloud.

The chapter describes the architecture of the Hadoop runtime environment. It
starts by describing the cluster, which is the set of host machines, or nodes for
facilitating data access. It then moves on to the YARN infrastructure, which is
responsible for providing computational resources to the application. It describes
two main elements of the YARN infrastructure—the Resource Manager and the
Node Manager. It then details the HDFS Federation, which provides storage,
and also discusses other storage solutions. Lastly, it discusses the MapReduce
framework, which is the software layer.

The chapter then describes the functions of MapReduce in detail. MapReduce
divides tasks into subtasks, which it runs in parallel in order to increase efficiency. It
discusses the manner in which MapReduce takes lists of input data and transforms
them into lists of output data, by implementing a “map” process and a “reduce”
process, which it aggregates. It describes in detail the process steps that MapReduce
takes in order to produce the output, and describes how Python can be used to create
a MapReduce process for a word count program.

The chapter briefly describes Spark and an application using Spark. It concludes
with a discussion about cloud storage. The chapter makes use of Cloudera virtual
machine (VM) distributable to demonstrate different hands-on exercises.
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Data Visualization: This chapter discusses how data is visualized and the way
that visualization can be used to aid in analysis. It starts by explaining that humans
use visuals to understand information, and that using visualizations incorrectly can
lead to mistaken conclusions. It discusses the importance of visualization as a
cognitive aid and the importance of working memory in the brain. It emphasizes
the role of data visualization in reducing the load on the reader.

The chapter details the six meta-rules of data visualization, which are as follows:
use the most appropriate chart, directly represent relationships between data, refrain
from asking the viewer to compare differences in area, never use color on top of
color, keep within the primal perceptions of the viewer, and chart with integrity.

Each rule is expanded upon in the chapter. The chapter discusses the kinds of
graphs and tables available to a visualizer, the advantages and disadvantages of 3D
visualization, and the best practices of color schemes.

Statistical Methods—Basic Inferences: This chapter introduces the fundamental
concepts of statistical inferences, such as population and sample parameters,
hypothesis testing, and analysis of variance. It begins by describing the differences
between population and sample means and variance and the methods to calculate
them. It explains the central limit theorem and its use in estimating the mean of a
population.

Confidence intervals are explained for samples in which variance is both
known and unknown. The concept of standard errors and the t- and Chi-squared
distributions are introduced. The chapter introduces hypothesis testing and the use
of statistical parameters to reject or fail to reject hypotheses. Type I and type II errors
are discussed.

Methods to compare two different samples are explained. Analysis of vari-
ance between two samples and within samples is also covered. The use of the
F-distribution in analyzing variance is explained. The chapter concludes with
discussion of when we need to compare means of a number of populations. It
explains how to use a technique called “Analysis of Variance (ANOVA)” instead
of carrying out pairwise comparisons.

Statistical Methods—Linear Regression Analysis: This chapter explains the idea
of linear regression in detail. It begins with some examples, such as predicting
newspaper circulation. It uses the examples to discuss the methods by which
linear regression obtains results. It describes a linear regression as a functional
form that can be used to understand relationships between outcomes and input
variables and perform statistical inference. It discusses the importance of linear
regression and its popularity, and explains the basic assumptions underlying linear
regression.

The modeling section begins by discussing a model in which there is only a
single regressor. It explains why a scatter-plot can be useful in understanding single-
regressor models, and the importance of visual representation in statistical inference.
It explains the ordinary least squares method of estimating a parameter, and the use
of the sum of squares of residuals as a measure of the fit of a model. The chapter then
discusses the use of confidence intervals and hypothesis testing in a linear regression
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model. These concepts are used to describe a linear regression model in which there
are multiple regressors, and the changes that are necessary to adjust a single linear
regression model to a multiple linear regression model.

The chapter then describes the ways in which the basic assumptions of the linear
regression model may be violated, and the need for further analysis and diagnostic
tools. It uses the famous Anscombe data sets in order to demonstrate the existence
of phenomena such as outliers and collinearity that necessitate further analysis. The
methods needed to deal with such problems are explained. The chapter considers
the ways in which the necessity for the use of such methods may be determined,
such as tools to determine whether some data points should be deleted or excluded
from the data set. The possible advantages and disadvantages of adding additional
regressors to a model are described. Dummy variables and their use are explained.
Examples are given for the case where there is only one category of dummy, and
then multiple categories.

The chapter then discusses assumptions regarding the error term. The effect of
the assumption that the error term is normally distributed is discussed, and the Q-Q
plot method of examining the truth of this assumption for the data set is explained.
The Box—Cox method of transforming the response variable in order to normalize
the error term is discussed. The chapter then discusses the idea that the error terms
may not have equal variance, that is, be homoscedastic. It explains possible reasons
for heteroscedasticity, and the ways to adapt the analysis to those situations.

The chapter considers the methods in which the regression model can be
validated. The root mean square error is introduced. Segmenting the data into
training and validation sets is explained. Finally, some frequently asked questions
are presented, along with exercises.

Statistical Methods—Advanced Regression: Three topics are covered in this
chapter. In the main body of the chapter the tools for estimating the parameters of
regression models when the response variable is binary or categorical is presented.
The appendices to the chapter cover two other important techniques, namely,
maximum likelihood estimate (MLE) and how to deal with missing data.

The chapter begins with a description of logistics regression models. It continues
with diagnostics of logistics regression, including likelihood ratio tests, Wald’s
and the Hosmer—Lemeshow tests. It then discusses different R-squared tests, such
as Cox and Snell, Nagelkerke, and McFadden. Then, it discusses how to choose
the cutoff probability for classification, including discussion of discordant and
concordant pairs, the ROC curve, and Youden’s index. It concludes with a similar
discussion of Multinomial Logistics Function and regression. The chapter contains
a self-contained introduction to the maximum likelihood method and methods for
treating missing data. The ideas introduced in this chapter are used in several
following chapters in the book.

Text Analytics: This is the first of several chapters that introduce specialized
analytics methods depending on the type of data and analysis. This chapter begins
by considering various motivating examples for text analysis. It explains the need
for a process by which unstructured text data can be analyzed, and the ways that
it can be used to improve business outcomes. It describes in detail the manner in
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which Google used its text analytics software and its database of searches to identify
vectors of HINT1 flu. It lists out the most common sources of text data, with social
media platforms and blogs producing the vast majority.

The second section of the chapter concerns the ways in which text can be
analyzed. It describes two approaches: a “bag-of-words” approach, in which the
structure of the language is not considered important, and a “natural-language”
approach, in which structure and phrases are also considered.

The example of a retail chain surveying responses to a potential ice-cream
product is used to introduce some terminology. It uses this example to describe
the problems of analyzing sentences due to the existence of grammatical rules, such
as the abundance of articles or the different tense forms of verbs. Various methods
of dealing with these problems are introduced. The term-document matrix (TDM)
is introduced along with its uses, such as generation of wordclouds.

The third and fourth sections of the chapter describe how to run text analysis
and some elementary applications. The text walks through a basic use of the
program R to analyze text. It looks at two ways that the TDM can be used to run
text analysis—using a text-base to cluster or segment documents, and elementary
sentiment analysis.

Clustering documents is a method by which similar customers are sorted into
the same group by analyzing their responses. Sentiment analysis is a method by
which attempts are made to make value judgments and extract qualitative responses.
The chapter describes the models for both processes in detail with regard to an
example.

The fifth section of the chapter then describes the more advanced technique
of latent topic mining. Latent topic mining aims to identify themes present in a
corpus, or a collection of documents. The chapter uses the example of the mission
statements of Fortune-1000 firms in order to identify some latent topics.

The sixth section of the chapter concerns natural-language processing (NLP).
NLP is a set of techniques that enables computers to understand nuances in human
languages. The method by which NLP programs detect data is discussed. The ideas
of this chapter are further explored in the chapter on Deep Learning. The chapter
ends with exercises for the student.

Simulation: This chapter introduces the uses of simulation as a tool for analytics,
focusing on the example of a fashion retailer. It explains the use of Monte Carlo
simulation in the presence of uncertainty as an aid to making decisions that have
various trade-offs.

First, the chapter explains the purposes of simulation, and the ways it can be used
to design an optimal intervention. It differentiates between computer simulation,
which is the main aim of the chapter, and physical simulation. It discusses the
advantages and disadvantages of simulations, and mentions various applications of
simulation in real-world contexts.

The second part of the chapter discusses the steps that are followed in making a
simulation model. It explains how to identify dependent and independent variables,
and the manner in which the relationships between those variables can be modeled.
It describes the method by which input variables can be randomly generated,
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and the output of the simulation can be interpreted. It illustrates these steps
using the example of a fashion retailer that needs to make a decision about
production.

The third part of the chapter describes decision-making under uncertainty and
the ways that simulation can be used. It describes how to set out a range of possible
interventions and how they can be modeled using a simulation. It discusses how to
use simulation processes in order to optimize decision-making under constraints, by
using the fashion retailer example in various contexts.

The chapter also contains a case study of a painting business deciding how much
to bid for a contract to paint a factory, and describes the solution to making this
decision. The concepts explained in this chapter are applied in different settings in
the following chapters.

Optimization: Optimization techniques are used in almost every application
in this book. This chapter presents some of the core concepts of constrained
optimization. The basic ideas are illustrated using one broad class of optimization
problems called linear optimization. Linear optimization covers the most widely
used models in business. In addition, because linear models are easy to visualize in
two dimensions, it offers a visual introduction to the basic concepts in optimization.
Additionally, the chapter provides a brief introduction to other optimization models
and techniques such as integer/discrete optimization, nonlinear optimization, search
methods, and the use of optimization software.

The linear optimization part is conventionally developed by describing the deci-
sion variables, the objective function, constraints, and the assumptions underlying
the linear models. Using geometric arguments, it illustrates the concept of feasibility
and optimality. It then provides the basic theorems of linear programming. The
chapter then develops the idea of shadow prices, reduced costs, and sensitivity
analysis, which is the underpinning of any post-optimality business analysis. The
solver function in Excel is used for illustrating these ideas. Then, the chapter
explains how these ideas extend to integer programming and provides an outline
of the branch and bound method with examples. The ideas are further extended
to nonlinear optimization via examples of models for linear regression, maximum
likelihood estimation, and logistic regression.

Forecasting Analytics: Forecasting is perhaps the most commonly used method
in business analytics. This chapter introduces the idea of using analytics to predict
the outcomes in the future, and focuses on applying analytics tools for business and
operations. The chapter begins by explaining the difficulty of predicting the future
with perfect accuracy, and the importance of accepting the uncertainty inherent in
any predictive analysis.

The chapter begins by defining forecasting as estimating in unknown situations.
It describes data that can be used to make forecasts, but focuses on time-series
forecasting. It introduces the concepts of point-forecasts and prediction intervals,
which are used in time-series analysis as part of predictions of future outcomes. It
suggests reasons for the intervention of human judgment in the forecasts provided
by computers. It describes the core method of time-series forecasting—identifying
a model that forecasts the best.
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The second part of the chapter describes quantitative approaches to forecasting.
It begins by describing the various kinds of data that can be used to make forecasts,
such as spoken, written, numbers, and so on. It explains some methods of dealing
with outliers in the data set, which can affect the fit of the forecast, such as trimming
and winsorizing.

The chapter discusses the effects of seasonal fluctuations on time-series data and
how to adjust for them. It introduces the autocorrelation function and its use. It also
explains the partial autocorrelation function.

A number of methods used in predictive forecasting are explained, including
the naive method, the average and moving average methods, Holt exponential
smoothing, and the ARIMA framework. The chapter also discusses ways to predict
stochastic intermittent demand, such as Croston’s approach, and the Syntetos and
Boylan approximation.

The third section of the chapter describes the process of applied forecasting
analytics at the operational, tactical, and strategic levels. It propounds a seven-step
forecasting process for operational tasks, and explains each step in detail.

The fourth section of the chapter concerns evaluating the accuracy of forecasts.
It explains measures such as mean absolute error, mean squared error, and root
mean squared error, and how to calculate them. Both Excel and R software use
is explained.

Advanced Statistical Methods: Count Data: The chapter begins by introducing
the idea of count variables and gives examples of where they are encountered, such
as insurance applications and the amount of time taken off by persons that fall sick.

It first introduces the idea of the Poisson regression model, and explains why
ordinary least squares are not suited to some situations for which the Poisson model
is more appropriate. It illustrates the differences between the normal and Poisson
distributions using conditional distribution graphs.

It defines the Poisson distribution model and its general use, as well as an
example regarding insurance claims data. It walks through the interpretation of
the regression’s results, including the explanation of the regression coefficients,
deviance, dispersion, and so on.

It discusses some of the problems with the Poisson regression, and how
overdispersion can cause issues for the analysis. It introduces the negative binomial
distribution as a method to counteract overdispersion. Zero-inflation models are
discussed. The chapter ends with a case study on Canadian insurance data.

Advanced Statistical Methods—Survival Analysis: Like the previous chapter, this
one deals with another specialized application. It involves techniques that analyze
time-to-event data. It defines time-to-event data and the contexts in which it can
be used, and provides a number of business situations in which survival analysis is
important.

The chapter explains the idea of censored data, which refers to survival times
in which the event in question has not yet occurred. It explains the differences
between survival models and other types of analysis, and the fields in which it can be
used. It defines the types of censoring: right-censoring, left-censoring, and interval-
censoring, and the method to incorporate them into the data set.
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The chapter then defines the survival analysis functions: the survival function and
the hazard function. It describes some simple types of hazard functions. It describes
some parametric and nonparametric methods of analysis, and defines the cases in
which nonparametric methods must be used. It explains the Kaplan—-Meier method
in detail, along with an example. Semiparametric models are introduced for cases
in which several covariate variables are believed to contribute to survival. Cox’s
proportional hazards model and its interpretation are discussed.

The chapter ends with a comparison between semiparametric and parametric
models, and a case study regarding churn data.

Unsupervised Learning: The first of the three machine learning chapters sets
out the philosophy of machine learning. This chapter explains why unsupervised
learning—an important paradigm in machine learning—is akin to uncovering the
proverbial needle in the haystack, discovering the grammar of the process that
generated the data, and exaggerating the “signal” while ignoring the “noise” in it.
The chapter covers methods of projection, clustering, and density estimation—three
core unsupervised learning frameworks that help us perceive the data in different
ways. In addition, the chapter describes collaborative filtering and applications of
network analysis.

The chapter begins with drawing the distinction between supervised and unsuper-
vised learning. It then presents a common approach to solving unsupervised learning
problems by casting them into an optimization framework. In this framework, there
are four steps:

¢ Intuition: to develop an intuition about how to approach the problem as an
optimization problem

» Formulation: to write the precise mathematical objective function in terms of data
using intuition

* Modification: to modify the objective function into something simpler or “more
solvable”

* Optimization: to solve the final objective function using traditional optimization
approaches

The chapter discusses principal components analysis (PCA), self-organizing
maps (SOM), and multidimensional scaling (MDS) under projection algorithms.
In clustering, it describes partitional and hierarchical clustering. Under density
estimation, it describes nonparametric and parametric approaches. The chapter
concludes with illustrations of collaborative filtering and network analysis.

Supervised Learning: In supervised learning, the aim is to learn from previously
identified examples. The chapter covers the philosophical, theoretical, and practical
aspects of one of the most common machine learning paradigms—supervised
learning—that essentially learns to map from an observation (e.g., symptoms and
test results of a patient) to a prediction (e.g., disease or medical condition), which
in turn is used to make decisions (e.g., prescription). The chapter then explores the
process, science, and art of building supervised learning models.

The first part explains the different paradigms in supervised learning: classifi-
cation, regression, retrieval, recommendation, and how they differ by the nature
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of their input and output. It then describes the process of learning, from features
description to feature engineering to models to algorithms that help make the
learning happen.

Among algorithms, the chapter describes rule-based classifiers, decision trees, k-
nearest neighbor, Parzen window, and Bayesian and naive Bayes classifiers. Among
discriminant functions that partition a region using an algorithm, linear (LDA) and
quadratic discriminant analysis (QDA) are discussed. A section describes recom-
mendation engines. Neural networks are then introduced followed by a succinct
introduction to a key algorithm called support vector machines (SVM). The chapter
concludes with a description of ensemble techniques, including bagging, random
forest, boosting, mixture of experts, and hierarchical classifiers. The specialized
neural networks for Deep Learning are explained in the next chapter.

Deep Learning: This chapter introduces the idea of deep learning as a part of
machine learning. It aims to explain the idea of deep learning and various popular
deep learning architectures. It has four main parts:

* Understand what is deep learning.

¢ Understand various popular deep learning architectures, and know when to use
which architecture for solving a business problem.

* How to perform image analysis using deep learning.

* How to perform text analysis using deep learning.

The chapter explains the origins of learning, from a single perceptron to mimic
the functioning of a neuron to the multilayered perceptron (MLP). It briefly recaps
the backpropagation algorithm and introduces the learning rate and error functions.
It then discusses the deep learning architectures applied to supervised, unsupervised,
and reinforcement learning. An example of using an artificial neural network for
recognizing handwritten digits (based on the MNIST data set) is presented.

The next section of the chapter describes Convolutional Neural Networks (CNN),
which are aimed at solving vision-related problems. The ImageNet data set is
introduced. The use of CNNs in the ImageNet Large Scale Visual Recognition
Challenge is explained, along with a brief history of the challenge. The biological
inspiration for CNNs is presented. Four layers of a typical CNN are introduced—
the convolution layer, the rectified linear units layer, the pooling layers, and the fully
connected layer. Each layer is explained, with examples. A unifying example using
the same MNIST data set is presented.

The third section of the chapter discusses recurrent neural networks (RNNs).
It begins by describing the motivation for sequence learning models, and their
use in understanding language. Traditional language models and their functions in
predicting words are explained. The chapter describes a basic RNN model with
three units, aimed at predicting the next word in a sentence. It explains the detailed
example by which an RNN can be built for next word prediction. It presents some
uses of RNNs, such as image captioning and machine translation.

The next seven chapters contain descriptions of analytics usage in different
domains and different contexts. These are described next.
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Retail Analytics: The chapter begins by introducing the background and defini-
tion of retail analytics. It focuses on advanced analytics. It explains the use of four
main categories of business decisions: consumer, product, human resources, and
advertising. Several examples of retail analytics are presented, such as increasing
book recommendations during periods of cold weather. Complications in retail
analytics are discussed.

The second part of the chapter focuses on data collection in the retail sector. It
describes the traditional sources of retail data, such as point-of-sale devices, and
how they have been used in decision-making processes. It also discusses advances
in technology and the way that new means of data collection have changed the field.
These include the use of radio frequency identification technology, the Internet of
things, and Bluetooth beacons.

The third section describes methodologies, focusing on inventory, assortment,
and pricing decisions. It begins with modeling product-based demand in order
to make predictions. The penalized L1 regression LASSO for retail demand
forecasting is introduced. The use of regression trees and artificial neural networks
is discussed in the same context. The chapter then discusses the use of such forecasts
in decision-making. It presents evidence that machine learning approaches benefit
revenue and profit in both price-setting and inventory-choice contexts.

Demand models into which consumer choice is incorporated are introduced.
The multinomial logit, mixed multinomial logit, and nested logit models are
described. Nonparametric choice models are also introduced as an alternative to
logit models. Optimal assortment decisions using these models are presented.
Attempts at learning customer preferences while optimizing assortment choices are
described.

The fourth section of the chapter discusses business challenges and opportunities.
The benefits of omnichannel retail are discussed, along with the need for retail
analytics to change in order to fit an omnichannel shop. It also discusses some recent
start-ups in the retail analytics space and their focuses.

Marketing Analytics: Marketing is one of the most important, historically the
earliest, and fascinating areas for applying analytics to solve business problems.
Due to the vast array of applications, only the most important ones are surveyed
in this chapter. The chapter begins by explaining the importance of using marketing
analytics for firms. It defines the various levels that marketing analytics can apply to:
the firm, the brand or product, and the customer. It introduces a number of processes
and models that can be used in analyzing and making marketing decisions, including
statistical analysis, nonparametric tools, and customer analysis. The processes
and tools discussed in this chapter will help in various aspects of marketing
such as target marketing and segmentation, price and promotion, customer valua-
tion, resource allocation, response analysis, demand assessment, and new product
development.

The second section of the chapter explains the use of the interaction effect
in regression models. Building on earlier chapters on regression, it explains the
utility of a term that captures the effect of one or more interactions between other
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variables. It explains how to interpret new variables and their significance. The use
of curvilinear relationships in order to identify the curvilinear effect is discussed.
Mediation analysis is introduced, along with an example.

The third section describes data envelopment analysis (DEA), which is aimed at
improving the performance of organizations. It describes the manner in which DEA
works to present targets to managers and can be used to answer key operational
questions in Marketing: sales force productivity, performance of sales regions, and
effectiveness of geomarketing.

The next topic covered is conjoint analysis. It explains how knowing customers’
preference provides invaluable information about how customers think and make
their decisions before purchasing products. Thus, it helps firms devise their market-
ing strategies including advertising, promotion, and sales activities.

The fifth section of the chapter discusses customer analytics. Customer lifetime
value (CLV), a measure of the value provided to firms by customers, is introduced,
along with some other measures. A method to calculate CLV is presented, along
with its limitations. The chapter also discusses two more measures of customer
value: customer referral value and customer influence value, in detail. Additional
topics are covered in the chapters on retail analytics and social media analytics.

Financial Analytics: Financial analytics like Marketing has been a big consumer
of data. The topics chosen in this chapter provide one unified way of thinking
about analytics in this domain—valuation. This chapter focuses on the two main
branches of quantitative finance: the risk-neutral or “Q” world and the risk-averse
or “P” world. It describes the constraints and aims of analysts in each world, along
with their primary methodologies. It explains Q-quant theories such as the work of
Black and Scholes, and Harrison and Pliska. P-quant theories such as net present
value, capital asset pricing models, arbitrage pricing theory, and the efficient market
hypothesis are presented.

The methodology of financial data analytics is explained via a three-stage
process: asset price estimation, risk management, and portfolio analysis.

Asset price estimation is explained as a five-step process. It describes the use
of the random walk in identifying the variable to be analyzed. Several methods of
transforming the variable into one that is identical and independently distributed
are presented. A maximum likelihood estimation method to model variance is
explained. Monte Carlo simulations of projecting variables into the future are
discussed, along with pricing projected variables.

Risk management is discussed as a three-step process. The first step is risk
aggregation. Copula functions and their uses are explained. The second step,
portfolio assessment, is explained by using metrics such as Value at Risk. The third
step, attribution, is explained. Various types of capital at risk are listed.

Portfolio analysis is described as a two-stage process. Allocating risk for the
entire portfolio is discussed. Executing trades in order to move the portfolio to a
new risk/return level is explained.

A detailed example explaining each of the ten steps is presented, along with data
and code in MATLAB. This example also serves as a stand-alone case study on
financial analytics.
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Social Media Analytics: Social-media-based analytics has been growing in
importance and value to businesses. This chapter discusses the various tools
available to gather and analyze data from social media and Internet-based sources,
focusing on the use of advertisements. It begins by describing Web-based analytical
tools and the information they can provide, such as cookies, sentiment analysis, and
mobile analytics.

It introduces real-time advertising on online platforms, and the wealth of
data generated by browsers visiting target websites. It lists the various kinds of
advertising possible, including video and audio ads, map-based ads, and banner
ads. It explains the various avenues in which these ads can be displayed, and
details the reach of social media sites such as Facebook and Twitter. The various
methods in which ads can be purchased are discussed. Programmatic advertising
and its components are introduced. Real-time bidding on online advertising spaces
is explained.

A/B experiments are defined and explained. The completely randomized design
(CRD) experiment is discussed. The regression model for the CRD and an example
are presented. The need for randomized complete block design experiments is
introduced, and an example for such an experiment is shown. Analytics of mul-
tivariate experiments and their advantages are discussed. Orthogonal designs and
their meanings are explained.

The chapter discusses the use of data-driven search engine advertising. The
use of data in order to help companies better reach consumers and identify
trends is discussed. The power of search engines in this regard is discussed. The
problem of attribution, or identifying the influence of various ads across various
platforms is introduced, and a number of models that aim to solve this problem
are elucidated. Some models discussed are: the first click attribution model, the
last click attribution model, the linear attribution model, and algorithmic attribution
models.

Healthcare Analytics: Healthcare is once again an area where data, experi-
ments, and research have coexisted within an analytical framework for hundreds
of years. This chapter discusses analytical approaches to healthcare. It begins
with an overview of the current field of healthcare analytics. It describes the
latest innovations in the use of data to refine healthcare, including telemedicine,
wearable technologies, and simulations of the human body. It describes some of the
challenges that data analysts can face when attempting to use analytics to understand
healthcare-related problems.

The main part of the chapter focuses on the use of analytics to improve
operations. The context is patient flow in outpatient clinics. It uses Academic
Medical Centers as an example to describe the processes that patients go through
when visiting clinics that are also teaching centers. It describes the effects of the
Affordable Care Act, an aging population, and changes in social healthcare systems
on the public health infrastructure in the USA.

A five-step process map of a representative clinic is presented, along with a
discrete event simulation of the clinic. The history of using operations research-
based methods to improve healthcare processes is discussed. The chapter introduces
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a six-step process aimed at understanding complex systems, identifying potential
improvements, and predicting the effects of changes, and describes each step in
detail.

Lastly, the chapter discusses the various results of this process on some goals
of the clinic, such as arrivals, processing times, and impact on teaching. Data
regarding each goal and its change are presented and analyzed. The chapter contains
a hands-on exercise based on the simulation models discussed. The chapter is a fine
application of simulation concepts and modeling methodologies used in Operations
Management to improve healthcare systems.

Pricing Analytics: This chapter discusses the various mechanisms available
to companies in order to price their products. The topics pertain to revenue
management, which constitutes perhaps the most successful and visible area of
business analytics.

The chapter begins by introducing defining two factors that affect pricing: the
nature of the product and its competition, and customers’ preferences and values.
It introduces the concept of a price optimization model, and the need to control
capacity constraints when estimating customer demand.

The first type of model introduced is the independent class model. The underlying
assumption behind the model is defined, as well as its implications for modeling
customer choice. The EMSR heuristic and its use are explained.

The issue of overbooking in many service-related industries is introduced. The
trade-off between an underutilized inventory and the risk of denying service to
customers is discussed. A model for deciding an overbooking limit, given the
physical capacity at the disposal of the company, is presented. Dynamic pricing
is presented as a method to better utilize inventory.

Three main types of dynamic pricing are discussed: surge pricing, repricing,
and markup/markdown pricing. Each type is comprehensively explained. Three
models of forecasting and estimating customer demand are presented: additive,
multiplicative, and choice.

A number of processes for capacity control, such as nested allocations, are
presented. Network revenue management systems are introduced. A backward
induction method of control is explained. The chapter ends with an example of a
hotel that is planning allocation of rooms based on a demand forecast.

Supply Chain Analytics: This chapter discusses the use of data and analytical
tools to increase value in the supply chain. It begins by defining the processes
that constitute supply chains, and the goals of supply chain management. The
uncertainty inherent in supply chains is discussed. Four applications of supply chain
analytics are described: demand forecasting, inventory optimization, supply chain
disruption, and commodity procurement.

A case study of VASTA, one of the largest wireless services carriers in the USA,
is presented. The case study concerns the decision of whether the company should
change its current inventory strategy from a “push” strategy to a “pull” strategy.
The advantages and disadvantages of each strategy are discussed. A basic model
to evaluate both strategies is introduced. An analysis of the results is presented.
Following the analysis, a more advanced evaluation model is introduced. Customer
satisfaction and implementation costs are added to the model.
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The last three chapters of the book contain case studies. Each of the cases comes
with a large data set upon which students can practice almost every technique and
modeling approach covered in the book. The Info Media case study explains the use
of viewership data to design promotional campaigns. The problem presented is to
determine a multichannel ad spots allocation in order to maximize “reach” given
a budget and campaign guidelines. The approach uses simulation to compute the
viewership and then uses the simulated data to link promotional aspects to the total
reach of a campaign. Finally, the model can be used to optimize the allocation of
budgets across channels.

The AAA airline case study illustrates the use of choice models to design airline
offerings. The main task is to develop a demand forecasting model, which predicts
the passenger share for every origin—destination pair (O-D pair) given AAA, as
well as competitors’ offerings. The students are asked to explore different models
including the MNL and machine learning algorithms. Once a demand model has
been developed it can be used to diagnose the current performance and suggest
various remedies, such as adding, dropping, or changing itineraries in specific city
pairs. The third case study, Ideal Insurance, is on fraud detection. The problem faced
by the firm is the growing cost of servicing and settling claims in their healthcare
practice. The students learn about the industry and its intricate relationships with
various stakeholders. They also get an introduction to rule-based decision support
systems. The students are asked to create a system for detecting fraud, which should
be superior to the current “rule-based” system.

2 The Intended Audience

This book is the first of its kind both in breadth and depth of coverage and serves as
a textbook for students of first year graduate program in analytics and long duration
(1-year part time) certificate programs in business analytics. It also serves as a
perfect guide to practitioners.

The content is based on the curriculum of the Certificate Programme in Business
Analytics (CBA), now renamed as Advanced Management Programme in Business
Analytics (AMPBA) of Indian School of Business (ISB). The original curriculum
was created by Galit Shmueli. The curriculum was further developed by the
coeditors, Bhimasankaram Pochiraju and Sridhar Seshadri, who were responsible
for starting and mentoring the CBA program in ISB. Bhimasankaram Pochiraju has
been the Faculty Director of CBA since its inception and was a member of the
Academic Board. Sridhar Seshadri managed the launch of the program and since
then has chaired the academic development efforts. Based on the industry needs,
the curriculum continues to be modified by the Academic Board of the Applied
Statistics and Computing Lab (ASC Lab) at ISB.
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Chapter 2 ®
Data Collection Chock or

Sudhir Voleti

1 Introduction

Collecting data is the first step towards analyzing it. In order to understand and solve
business problems, data scientists must have a strong grasp of the characteristics of
the data in question. How do we collect data? What kinds of data exist? Where
is it coming from? Before beginning to analyze data, analysts must know how to
answer these questions. In doing so, we build the base upon which the rest of our
examination follows. This chapter aims to introduce and explain the nuances of data
collection, so that we understand the methods we can use to analyze it.

2 The Value of Data: A Motivating Example

In 2017, video-streaming company Netflix Inc. was worth more than $80 billion,
more than 100 times its value when it listed in 2002. The company’s current position
as the market leader in the online-streaming sector is a far cry from its humble
beginning as a DVD rental-by-mail service founded in 1997. So, what had driven
Netflix’s incredible success? What helped its shares, priced at $15 each on their
initial public offering in May 2002, rise to nearly $190 in July 2017? It is well
known that a firm’s [market] valuation is the sum total in today’s money, or the net
present value (NPV) of all the profits the firm will earn over its lifetime. So investors
reckon that Netflix is worth tens of billions of dollars in profits over its lifetime.
Why might this be the case? After all, companies had been creating television and
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cinematic content for decades before Netflix came along, and Netflix did not start
its own online business until 2007. Why is Netflix different from traditional cable
companies that offer shows on their own channels?

Moreover, the vast majority of Netflix’s content is actually owned by its
competitors. Though the streaming company invests in original programming, the
lion’s share of the material available on Netflix is produced by cable companies
across the world. Yet Netflix has access to one key asset that helps it to predict
where its audience will go and understand their every quirk: data.

Netflix can track every action that a customer makes on its website—what they
watch, how long they watch it for, when they tune out, and most importantly, what
they might be looking for next. This data is invaluable to its business—it allows the
company to target specific niches of the market with unerring accuracy.

On February 1, 2013, Netflix debuted House of Cards—a political thriller starring
Kevin Spacey. The show was a hit, propelling Netflix’s viewership and proving
that its online strategy could work. A few months later, Spacey applauded Netflix’s
approach and cited its use of data for its ability to take a risk on a project that every
other major television studio network had declined. Casey said in Edinburgh, at the
Guardian Edinburgh International Television Festival' on August 22: “Netflix was
the only company that said, “We believe in you. We have run our data, and it tells us
our audience would watch this series.””

Netflix’s data-oriented approach is key not just to its ability to pick winning
television shows, but to its global reach and power. Though competitors are
springing up the world over, Netflix remains at the top of the pack, and so long
as it is able to exploit its knowledge of how its viewers behave and what they prefer
to watch, it will remain there.

Let us take another example. The technology “cab” company Uber has taken the
world by storm in the past 5 years. In 2014, Uber’s valuation was a mammoth 40
billion USD, which by 2015 jumped another 50% to reach 60 billion USD. This
fact begs the question: what makes Uber so special? What competitive advantage,
strategic asset, and/or enabling platform accounts for Uber’s valuation numbers?
The investors reckon that Uber is worth tens of billions of dollars in profits over
its lifetime. Why might this be the case? Uber is after all known as a ride-sharing
business—and there are other cab companies available in every city.

‘We know that Uber is “asset-light,” in the sense that it does not own the cab fleet
or have drivers of the cabs on its direct payroll as employees. It employs a franchise
model wherein drivers bring their own vehicles and sign up for Uber. Yet Uber
does have one key asset that it actually owns, one that lies at the heart of its profit
projections: data. Uber owns all rights to every bit of data from every passenger,
every driver, every ride and every route on its network. Curious as to how much
data are we talking about? Consider this. Uber took 6 years to reach one billion

'Guardian Edinburgh International Television Festival, 2017 (https://www.ibtimes.com/kevin-
spacey-speech-why-netflix-model-can-save-television-video-full-transcript- 1401970) accessed
on Sep 13, 2018.
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rides (Dec 2015). Six months later, it had reached the two billion mark. That is one
billion rides in 180 days, or 5.5 million rides/day. How did having consumer data
play a factor in the exponential growth of a company such as Uber? Moreover, how
does data connect to analytics and, finally, to market value?

Data is a valuable asset that helps build sustainable competitive advantage. It
enables what economists would call “supernormal profits” and thereby plausibly
justify some of those wonderful valuation numbers we saw earlier. Uber had help,
of course. The nature of demand for its product (contractual personal transporta-
tion), the ubiquity of its enabling platform (location-enabled mobile devices), and
the profile of its typical customers (the smartphone-owning, convenience-seeking
segment) has all contributed to its success. However, that does not take away from
the central point being motivated here—the value contained in data, and the need to
collect and corral this valuable resource into a strategic asset.

3 Data Collection Preliminaries

A well-known management adage goes, “We can only manage what we can mea-
sure.” But why is measurement considered so critical? Measurement is important
because it precedes analysis, which in turn precedes modeling. And more often than
not, it is modeling that enables prediction. Without prediction (determination of
the values an outcome or entity will take under specific conditions), there can be
no optimization. And without optimization, there is no management. The quantity
that gets measured is reflected in our records as “data.” The word data comes
from the Latin root datum for “given.” Thus, data (datum in plural) becomes facts
which are given or known to be true. In what follows, we will explore some
preliminary conceptions about data, types of data, basic measurement scales, and
the implications therein.

3.1 Primary Versus Secondary Dichotomy

Data collection for research and analytics can broadly be divided into two major
types: primary data and secondary data. Consider a project or a business task that
requires certain data. Primary data would be data that is collected “at source” (hence,
primary in form) and specifically for the research at hand. The data source could
be individuals, groups, organizations, etc. and data from them would be actively
elicited or passively observed and collected. Thus, surveys, interviews, and focus
groups all fall under the ambit of primary data. The main advantage of primary data
is that it is tailored specifically to the questions posed by the research project. The
disadvantages are cost and time.

On the other hand, secondary data is that which has been previously collected
for a purpose that is not specific to the research at hand. For example, sales records,
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industry reports, and interview transcripts from past research are data that would
continue to exist whether or not the project at hand had come to fruition. A good
example of a means to obtain secondary data that is rapidly expanding is the API
(Application Programming Interface)—an interface that is used by developers to
securely query external systems and obtain a myriad of information.

In this chapter, we concentrate on data available in published sources and
websites (often called secondary data sources) as these are the most commonly used
data sources in business today.

4 Data Collection Methods

In this section, we describe various methods of data collection based on sources,
structure, type, etc. There are basically two methods of data collection: (1) data
generation through a designed experiment and (2) collecting data that already exists.
A brief description of these methods is given below.

4.1 Designed Experiment

Suppose an agricultural scientist wants to compare the effects of five different
fertilizers, A, B, C, D, and E, on the yield of a crop. The yield depends not only
on the fertilizer but also on the fertility of the soil. The consultant considers a few
relevant types of soil, for example, clay, silt, and sandy soil. In order to compare
the fertilizer effect one has to control for the soil effect. For each soil type, the
experimenter may choose ten representative plots of equal size and assign the five
fertilizers to the ten plots at random in such a way that each fertilizer is assigned
to two plots. He then observes the yield in each plot. This is the design of the
experiment. Once the experiment is conducted as per this design, the yields in
different plots are observed. This is the data collection procedure. As we notice, the
data is not readily available to the scientist. He designs an experiment and generates
the data. This method of data collection is possible when we can control different
factors precisely while studying the effect of an important variable on the outcome.
This is quite common in the manufacturing industry (while studying the effect
of machines on output or various settings on the yield of a process), psychology,
agriculture, etc. For well-designed experiments, determination of the causal effects
is easy. However, in social sciences and business where human beings often are the
instruments or subjects, experimentation is not easy and in fact may not even be
feasible. Despite the limitations, there has been tremendous interest in behavioral
experiments in disciplines such as finance, economics, marketing, and operations
management. For a recent account on design of experiments, please refer to
Montgomery (2017).
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4.2 Collection of Data That Already Exists

Household income, expenditure, wealth, and demographic information are examples
of data that already exists. Collection of such data is usually done in three possible
ways: (1) complete enumeration, (2) sample survey, and (3) through available
sources where the data was collected possibly for a different purpose and is available
in different published sources. Complete enumeration is collecting data on all
items/individuals/firms. Such data, say, on households, may be on consumption
of essential commodities, the family income, births and deaths, education of each
member of the household, etc. This data is already available with the households
but needs to be collected by the investigator. The census is an example of complete
enumeration. This method will give information on the whole population. It may
appear to be the best way but is expensive both in terms of time and money. Also,
it may involve several investigators and investigator bias can creep in (in ways that
may not be easy to account for). Such errors are known as non-sampling errors. So
often, a sample survey is employed. In a sample survey, the data is not collected on
the entire population, but on a representative sample. Based on the data collected
from the sample, inferences are drawn on the population. Since data is not collected
on the entire population, there is bound to be an error in the inferences drawn. This
error is known as the sampling error. The inferences through a sample survey can be
made precise with error bounds. It is commonly employed in market research, social
sciences, public administration, etc. A good account on sample surveys is available
in Blair and Blair (2015).

Secondary data can be collected from two sources: internal or external. Internal
data is collected by the company or its agents on behalf of the company. The
defining characteristic of the internal data is its proprietary nature; the company
has control over the data collection process and also has exclusive access to the
data and thus the insights drawn on it. Although it is costlier than external data, the
exclusivity of access to the data can offer competitive advantage to the company.
The external data, on the other hand, can be collected by either third-party data
providers (such as IRI, AC Nielsen) or government agencies. In addition, recently
another source of external secondary data has come into existence in the form of
social media/blogs/review websites/search engines where users themselves generate
a lot of data through C2B or C2C interactions. Secondary data can also be classified
on the nature of the data along the dimension of structure. Broadly, there are
three types of data: structured, semi-structured (hybrid), and unstructured data.
Some examples of structured data are sales records, financial reports, customer
records such as purchase history, etc. A typical example of unstructured data is
in the form of free-flow text, images, audio, and videos, which are difficult to
store in a traditional database. Usually, in reality, data is somewhere in between
structured and unstructured and thus is called semi-structured or hybrid data. For
example, a product web page will have product details (structured) and user reviews
(unstructured).
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The data and its analysis can also be classified on the basis of whether a single
unit is observed over multiple time points (time-series data), many units observed
once (cross-sectional data), or many units are observed over multiple time periods
(panel data). The insights that can be drawn from the data depend on the nature
of data, with the richest insights available from panel data. The panel could be
balanced (all units are observed over all time periods) or unbalanced (observations
on a few units are missing for a few time points either by design or by accident).
If the data is not missing excessively, it can be accounted for using the methods
described in Chap. 8.

5 Data Types

In programming, we primarily classify the data into three types—numerals, alpha-
bets, and special characters and the computer converts any data type into binary
code for further processing. However, the data collected through various sources
can be of types such as numbers, text, image, video, voice, and biometrics.

The data type helps analyst to evaluate which operations can be performed to
analyze the data in a meaningful way. The data can limit or enhance the complexity
and quality of analysis.

Table 2.1 lists a few examples of data categorized by type, source, and uses. You
can read more about them following the links (all accessed on Aug 10, 2017).

5.1 Four Data Types and Primary Scales

Generally, there are four types of data associated with four primary scales, namely,
nominal, ordinal, interval, and ratio. Nominal scale is used to describe categories in
which there is no specific order while the ordinal scale is used to describe categories
in which there is an inherent order. For example, green, yellow, and red are three
colors that in general are not bound by an inherent order. In such a case, a nominal
scale is appropriate. However, if we are using the same colors in connection with
the traffic light signals there is clear order. In this case, these categories carry an
ordinal scale. Typical examples of the ordinal scale are (1) sick, recovering, healthy;
(2) lower income, middle income, higher income; (3) illiterate, primary school pass,
higher school pass, graduate or higher, and so on. In the ordinal scale, the differences
in the categories are not of the same magnitude (or even of measurable magnitude).
Interval scale is used to convey relative magnitude information such as temperature.
The term “Interval” comes about because rulers (and rating scales) have intervals
of uniform lengths. Example: “I rate A as a 7 and B as a 4 on a scale of 10.”
In this case, we not only know that A is preferred to B, but we also have some
idea of how much more A is preferred to B. Ratio scales convey information on
an absolute scale. Example: “I paid $11 for A and $12 for B.” The 11 and 12
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here are termed “absolute” measures because the corresponding zero point ($0) is
understood in the same way by different people (i.e., the measure is independent of

subject).

Another set of examples for the four data types, this time from the world of
sports, could be as follows. The numbers assigned to runners are of nominal data
type, whereas the rank order of winners is of the ordinal data type. Note in the latter
case that while we may know who came first and who came second, we would not
know by how much based on the rank order alone. A performance rating on a 0—-10

Table 2.1 A description of data and their types, sources, and examples

Category
Internal data

Transaction
data

Customer
preference data

Experimental
data

Customer
relationship
data

External data
Survey data

Biometric data
(fingerprint,
retina, pupil,
palm, face)

Examples

Sales (POS/online)
transactions, stock
market orders and
trades, customer IP
and geolocation data

Website click stream,
cookies, shopping
cart, wish list,
preorder

Simulation games,
clinical trials, live
experiments

Demographics,
purchase history,
loyalty rewards data,
phone book

Census, national
sample survey,
annual survey of
industries,
geographical survey,
land registry

Immigration data,
social security
identity, Aadhar card
(UID)

Type

Numbers, text

Numbers, text

Text, number, image,
audio, video

Text, number, image,
biometrics

Text, number, image,
audio, video

Number, text,
image,
biometric

Sources?

http://times.cs.uiuc.edu/
~wang296/Data/
https://www.quandl.com/
https://www.nyse.com/
data/transactions-statistics-
data-library
https://www.sec.gov/
answers/shortsalevolume.
htm
C:\Users\username\App
Data\Roaming\Microsoft
\Windows\Cookies,
Nearbuy.com (advance
coupon sold)
https://www.
clinicaltrialsregister.eu/
https://www.novctrd.com/
http://ctri.nic.in/

http://www.census.gov/
data.html
http://www.mospi.gov.in/
http://www.csoisw.gov.in/
https://www.gsi.gov.in/
http://
landrecords.mp.gov.in/
http://www.migration
policy.org/programs/
migration-data-hub
https://www.dhs.gov/
immigration-statistics

(continued)
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Category Examples Type Sources?
Third party RenTrak, A. C. All possible data types | http://aws.amazon.com/
data Nielsen, IRI, MIDT datasets
(Market Information https://www.worldwildlife.
Data Tapes) in airline org/pages/conservation-
industry, people science-data-and-tools
finder, associations, http://www.whitepages.
NGOs, database com/
vendors, Google https://pipl.com/
Trends, Google https://www.bloomberg.
Public Data com/
https://in.reuters.com/
http://www.imdb.com/
http://datacatalogs.org/
http://www.google.com/
trends/explore
https://www.google.com/
publicdata/directory
Govt and quasi | Federal All possible data types | http://data.gov/
govt agencies governments, https://data.gov.in/
regulators— http://data.gov.uk/
Telecom, BFSI, etc., http://open-data.europa.eu/
‘World Bank, IMF, en/data/
credit reports, http://www.imf.org/en/
climate and weather Data
reports, agriculture https://www.rbi.org.in/
production, Scripts/Statistics.aspx
benchmark https://www.healthdata.
indicators—GDP, gov/
etc., electoral roll, https://www.cibil.com/
driver and vehicle http://eci.nic.in/
licenses, health http://data.worldbank.org/
statistics, judicial
records
Social sites Twitter, Facebook, All possible data types | https://dev.twitter.com/

data,
user-generated
data

YouTube, Instagram,
Pinterest

Wikipedia, YouTube
videos, blogs,
articles, reviews,
comments

streaming/overview
https://developers.
facebook.com/docs/graph-
api
https://en.wikipedia.org/
https://www.youtube.com/
https://snap.stanford.edu/
data/web- Amazon.html
http://www.cs.cornell.edu/
people/pabo/movie-
review-data/

2All the sources are last accessed on Aug 10, 2017
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scale would be an example of an interval scale. We see this used in certain sports
ratings (i.e., gymnastics) wherein judges assign points based on certain metrics.
Finally, in track and field events, the time to finish in seconds is an example of ratio
data. The reference point of zero seconds is well understood by all observers.

5.2 Common Analysis Types with the Four Primary Scales

The reason why it matters what primary scale was used to collect data is that
downstream analysis is constrained by data type. For instance, with nominal data, all
we can compute are the mode, some frequencies and percentages. Nothing beyond
this is possible due to the nature of the data. With ordinal data, we can compute
the median and some rank order statistics in addition to whatever is possible with
nominal data. This is because ordinal data retains all the properties of the nominal
data type. When we proceed further to interval data and then on to ratio data,
we encounter a qualitative leap over what was possible before. Now, suddenly,
the arithmetic mean and the variance become meaningful. Hence, most statistical
analysis and parametric statistical tests (and associated inference procedures) all
become available. With ratio data, in addition to everything that is possible with
interval data, ratios of quantities also make sense.

The multiple-choice examples that follow are meant to concretize the understand-
ing of the four primary scales and corresponding data types.

6 Problem Formulation Preliminaries

Even before data collection can begin, the purpose for which the data collection
is being conducted must be clarified. Enter, problem formulation. The importance
of problem formulation cannot be overstated—it comes first in any research project,
ideally speaking. Moreover, even small deviations from the intended path at the very
beginning of a project’s trajectory can lead to a vastly different destination than was
intended. That said, problem formulation can often be a tricky issue to get right. To
see why, consider the musings of a decision-maker and country head for XYZ Inc.

Sales fell short last year. But sales would’ve approached target except for 6 territories in 2
regions where results were poor. Of course, we implemented a price increase across-the-
board last year, so our profit margin goals were just met, even though sales revenue fell
short. Yet, 2 of our competitors saw above-trend sales increases last year. Still, another
competitor seems to be struggling, and word on the street is that they have been slashing
prices to close deals. Of course, the economy was pretty uneven across our geographies last
year and the 2 regions in question, weak anyway, were particularly so last year. Then there
was that mess with the new salesforce compensation policy coming into effect last year. 1
of the 2 weak regions saw much salesforce turnover last year ...

These are everyday musings in the lives of business executives and are far from
unusual. Depending on the identification of the problem, data collection strategies,
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resources, and approaches will differ. The difficulty in being able to readily pinpoint
any one cause or a combination of causes as specific problem highlights the issues
that crop up in problem formulation. Four important points jump out from the above
example. First, that reality is messy. Unlike textbook examples of problems, wherein
irrelevant information is filtered out a priori and only that which is required to solve
“the” identified problem exactly is retained, life seldom simplifies issues in such a
clear-cut manner. Second, borrowing from a medical analogy, there are symptoms—
observable manifestations of an underlying problem or ailment—and then there is
the cause or ailment itself. Symptoms could be a fever or a cold and the causes
could be bacterial or viral agents. However, curing the symptoms may not cure
the ailment. Similarly, in the previous example from XYZ Inc., we see symptoms
(“sales are falling”) and hypothesize the existence of one or more underlying
problems or causes. Third, note the pattern of connections between symptom(s) and
potential causes. One symptom (falling sales) is assumed to be coming from one
or more potential causes (product line, salesforce compensation, weak economy,
competitors, etc.). This brings up the fourth point—How can we diagnose a problem
(or cause)? One strategy would be to narrow the field of “ailments” by ruling out
low-hanging fruits—ideally, as quickly and cheaply as feasible. It is not hard to see
that the data required for this problem depends on what potential ailments we have
shortlisted in the first place.

6.1 Towards a Problem Formulation Framework

For illustrative purposes, consider a list of three probable causes from the messy
reality of the problem statement given above, namely, (1) product line is obsolete;
(2) customer-connect is ineffective; and (3) product pricing is uncompetitive (say).
Then, from this messy reality we can formulate decision problems (D.P.s) that
correspond to the three identified probable causes:

e D.P. #1: “Should new product(s) be introduced?”
e D.P. #2: “Should advertising campaign be changed?”
e D.P. #3: “Should product prices be changed?”

Note what we are doing in mathematical terms—if messy reality is a large
multidimensional object, then these D.P.s are small-dimensional subsets of that
reality. This “reduces” a messy large-dimensional object to a relatively more
manageable small-dimensional one.

The D.P, even though it is of small dimension, may not contain sufficient detail
to map directly onto tools. Hence, another level of refinement called the research
objective (R.O.) may be needed. While the D.P. is a small-dimensional object,
the R.O. is (ideally) a one-dimensional object. Multiple R.O.s may be needed to
completely “cover” or address a single D.P. Furthermore, because each R.O. is
one-dimensional, it maps easily and directly onto one or more specific tools in
the analytics toolbox. A one-dimensional problem formulation component better be
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Large-dimensional object

[ Messy Reality ] [ Analytics Toolbox ]

One-dimensional object

Decision Research
Problem Objective

Relatively small-
dimensional object

Fig. 2.1 A framework for problem formulation

well defined. The R.O. has three essential parts that together lend necessary clarity
to its definition. R.O.s comprise of (a) an action verb and (b) an actionable object,
and typically fit within one handwritten line (to enforce brevity). For instance, the
active voice statement “Identify the real and perceived gaps in our product line vis-
a-vis that of our main competitors” is an R.O. because its components action verb
(“identify”), actionable object (“real and perceived gaps”), and brevity are satisfied.

Figure 2.1 depicts the problem formulation framework we just described in
pictorial form. It is clear from the figure that as we impose preliminary structure, we
effectively reduce problem dimensionality from large (messy reality) to somewhat
small (D.P.) to the concise and the precise (R.O.).

6.2 Problem Clarity and Research Type

A quotation attributed to former US defense secretary Donald Rumsfeld in the run-
up to the Iraq war goes as follows: “There are known-knowns. These are things we
know that we know. There are known-unknowns. That is to say, there are things that
we know we don’t know. But there are also unknown-unknowns. There are things
we don’t know we don’t know.” This statement is useful in that it helps discern the
differing degrees of the awareness of our ignorance about the true state of affairs.
To understand why the above statement might be relevant for problem formula-
tion, consider that there are broadly three types of research that correspond to three
levels of clarity in problem definition. The first is exploratory research wherein the
problem is at best ambiguous. For instance, “Our sales are falling .... Why?” or
“Our ad campaign isn’t working. Don’t know why.” When identifying the problem
is itself a problem, owing to unknown-unknowns, we take an exploratory approach
to trace and list potential problem sources and then define what the problems
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may be. The second type is descriptive research wherein the problem’s identity is
somewhat clear. For instance, “What kind of people buy our products?” or “Who is
perceived as competition to us?” These are examples of known-unknowns. The third
type is causal research wherein the problem is clearly defined. For instance, “Will
changing this particular promotional campaign raise sales?” is a clearly identified
known-unknown. Causal research (the cause in causal comes from the cause in
because) tries to uncover the “why” behind phenomena of interest and its most
powerful and practical tool is the experimentation method. It is not hard to see that
the level of clarity in problem definition vastly affects the choices available in terms
of data collection and downstream analysis.

7 Challenges in Data Collection

Data collection is about data and about collection. We have seen the value inherent
in the right data in Sect. 1. In Sect. 3, we have seen the importance of clarity in
problem formulation while determining what data to collect. Now it is time to turn
to the “collection” piece of data collection. What challenges might a data scientist
typically face in collecting data? There are various ways to list the challenges that
arise. The approach taken here follows a logical sequence.

The first challenge is in knowing what data to collect. This often requires
some familiarity with or knowledge of the problem domain. Second, after the data
scientist knows what data to collect, the hunt for data sources can proceed apace.
Third, having identified data sources (the next section features a lengthy listing of
data sources in one domain as part of an illustrative example), the actual process
of mining of raw data can follow. Fourth, once the raw data is mined, data quality
assessment follows. This includes various data cleaning/wrangling, imputation, and
other data “janitorial” work that consumes a major part of the typical data science
project’s time. Fifth, after assessing data quality, the data scientist must now judge
the relevance of the data to the problem at hand. While considering the above, at
each stage one has to take into consideration the cost and time constraints.

Consider a retailing context. What kinds of data would or could a grocery retail
store collect? Of course, there would be point-of-sale data on items purchased,
promotions availed, payment modes and prices paid in each market basket, captured
by UPC scanner machines. Apart from that, retailers would likely be interested in
(and can easily collect) data on a varied set of parameters. For example, that may
include store traffic and footfalls by time of the day and day of the week, basic
segmentation (e.g., demographic) of the store’s clientele, past purchase history of
customers (provided customers can be uniquely identified, that is, through a loyalty
or bonus program), routes taken by the average customer when navigating the
store, or time spent on an average by a customer in different aisles and product
departments. Clearly, in the retail sector, the wide variety of data sources and capture
points to data are typically large in the following three areas:
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Volume

Variety (ranges from structured metric data on sales, inventory, and geo location
to unstructured data types such as text, images, and audiovisual files)
Velocity—(the speed at which data comes in and gets updated, i.e., sales or
inventory data, social media monitoring data, clickstreams, RFIDs—Radio-
frequency identification, etc.)

These fulfill the three attribute criteria that are required to being labeled “Big

Data” (Diebold 2012). The next subsection dives into the retail sector as an
illustrative example of data collection possibilities, opportunities, and challenges.

8 Data Collation, Validation, and Presentation

Collecting data from multiple sources will not result in rich insights unless the data
is collated to retain its integrity. Data validity may be compromised if proper care is
not taken during collation. One may face various challenges while trying to collate
the data. Below, we describe a few challenges along with the approaches to handle
them in the light of business problems.

No common identifier: A challenge while collating data from multiple sources
arises due to the absence of common identifiers across different sources. The
analyst may seek a third identifier that can serve as a link between two data
sources.

Missing data, data entry error: Missing data can either be ignored, deleted, or
imputed with relevant statistics (see Chap. 8).

Different levels of granularity: The data could be aggregated at different levels.
For example, primary data is collected at the individual level, while secondary
data is usually available at the aggregate level. One can either aggregate the
data in order to bring all the observations to the same level of granularity or
can apportion the data using business logic.

Change in data type over the period or across the samples: In financial and
economic data, many a time the base period or multipliers are changed, which
needs to be accounted for to achieve data consistency. Similarly, samples
collected from different populations such as India and the USA may suffer from
inconsistent definitions of time periods—the financial year in India is from April
to March and in the USA, it is from January to December. One may require
remapping of old versus new data types in order to bring the data to the same
level for analysis.

Validation and reliability: As the secondary data is collected by another user, the
researcher may want to validate to check the correctness and reliability of the
data to answer a particular research question.

Data presentation is also very important to understand the issues in the data. The

basic presentation may include relevant charts such as scatter plots, histograms, and
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pie charts or summary statistics such as the number of observations, mean, median,
variance, minimum, and maximum. You will read more about data visualization in
Chap. 5 and about basic inferences in Chap. 6.

9 Data Collection in the Retailing Industry: An Illustrative
Example

Bradlow et al. (2017) provide a detailed framework to understand and classify the
various data sources becoming popular with retailers in the era of Big Data and
analytics. Figure 2.2, taken from Bradlow et al. (2017), “organizes (an admittedly
incomplete) set of eight broad retail data sources into three primary groups, namely,
(1) traditional enterprise data capture; (2) customer identity, characteristics, social
graph and profile data capture; and (3) location-based data capture.” The claim
is that insight and possibilities lie at the intersection of these groups of diverse,
contextual, and relevant data.

Traditional enterprise data capture (marked #1 in Fig. 2.2) from UPC scanners
combined with inventory data from ERP or SCM software and syndicated databases
(such as those from IRI or Nielsen) enable a host of analyses, including the
following:

1. Sales & Inventory 2. Loyalty or Bonus Card 3. Customers' Web-
data capture from data for Household presence data from
enterprise systems identification retailer's site and/or

syndicated sources.

Data capture from traditional Enterprise
systems (UPC scanners, ERP etc.)

4. Customers' Social Graph and profile information

Customer or household level Data capture } {

Location based Data capture

N \
5. Mobile and app based data (both 6. Customers' subconscious, habit based
retailer's own app and from syndicated or subliminally influenced choices (RFID,
sources) eye-tracking etc.)

8. Environmental data such as weather
conditions

7. Relative product locations in the store
layout and on shop shelves within an aisle.

’ 9. Store location used for third party order fulfillment ‘

- %

Fig. 2.2 Data sources in the modern retail sector
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* Cross-sectional analysis of market baskets—item co-occurrences, complements
and substitutes, cross-category dependence, etc. (e.g., Blattberg et al. 2008;
Russell and Petersen 2000)

* Analysis of aggregate sales and inventory movement patterns by stock-keeping
unit

* Computation of price or shelf-space elasticities at different levels of aggregation
such as category, brand, and SKU (see Bijmolt et al. (2005) for a review of this
literature)

* Assessment of aggregate effects of prices, promotions, and product attributes on
sales

In other words, traditional enterprise data capture in a retailing context enables
an overview of the four P’s of Marketing (product, price, promotion, and place at
the level of store, aisle, shelf, etc.).

Customer identity, characteristics, social graph, and profile data capture identify
consumers and thereby make available a slew of consumer- or household-specific
information such as demographics, purchase history, preferences and promotional
response history, product returns history, and basic contacts such as email for email
marketing campaigns and personalized flyers and promotions. Bradlow et al. (2017,
p. 12) write:

Such data capture adds not just a slew of columns (consumer characteristics) to the most
detailed datasets retailers would have from previous data sources, but also rows in that
household-purchase occasion becomes the new unit of analysis. A common data source for
customer identification is loyalty or bonus card data (marked #2 in Fig. 2.2) that customers
sign up for in return for discounts and promotional offers from retailers. The advent of
household specific “panel” data enabled the estimation of household specific parameters
in traditional choice models (e.g., Rossi and Allenby 1993; Rossi et al. 1996) and their use
thereafter to better design household specific promotions, catalogs, email campaigns, flyers,
etc. The use of household- or customer identity requires that a single customer ID be used
as primary key to link together all relevant information about a customer across multiple
data sources. Within this data capture type, another data source of interest (marked #3 in
Fig. 2.2) is predicated on the retailer’s web-presence and is relevant even for purely brick-
and-mortar retailers. Any type of customer initiated online contact with the firm—think
of an email click-through, online browser behavior and cookies, complaints or feedback
via email, inquiries, etc. are captured and recorded, and linked to the customer’s primary
key. Data about customers’ online behavior purchased from syndicated sources are also
included here. This data source adds new data columns to retailer data on consumers’
online search, products viewed (consideration set) but not necessarily bought, purchase
and behavior patterns, which can be used to better infer consumer preferences, purchase
contexts, promotional response propensities, etc.

Marked #4 in Fig. 2.2 is another potential data source—consumers’ social
graph information. This could be obtained either from syndicated means or by
customers volunteering their social media identities to use as logins at various
websites. Mapping the consumer’s social graph opens the door to increased
opportunities in psychographic and behavior-based targeting, personalization and
hyper-segmentation, preference and latent need identification, selling, word of
mouth, social influence, recommendation systems, etc. While the famous AIDA
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framework in marketing has four conventional stages, namely, awareness, interest,
desire, and action, it is clear that the “social” component’s importance in data
collection, analysis, modeling, and prediction is rising. Finally, the third type of
data capture—location-based data capture—leverages customers’ locations to infer
customer preferences, purchase propensities, and design marketing interventions on
that basis. The biggest change in recent years in location-based data capture and
use has been enabled by customer’s smartphones (e.g., Ghose and Han 2011, 2014).
Figure 2.2 marks consumers’ mobiles as data source #5. Data capture here involves
mining location-based services data such as geo location, navigation, and usage data
from those consumers who have installed and use the retailer’s mobile shopping
apps on their smartphones. Consumers’ real-time locations within or around retail
stores potentially provide a lot of context that can be exploited to make marketing
messaging on deals, promotions, new offerings, etc. more relevant and impactful
to consumer attention (see, e.g., Luo et al. 2014) and hence to behavior (including
impulse behavior).

Another distinct data source, marked #6 in Fig. 2.2, draws upon habit patterns
and subconscious consumer behaviors that consumers are unaware of at a conscious
level and are hence unable to explain or articulate. Examples of such phenomena
include eye-movement when examining a product or web-page (eye-tracking studies
started with Wedel and Pieters 2000), the varied paths different shoppers take
inside physical stores which can be tracked using RFID chips inside shopping
carts (see, e.g., Larson et al. 2005) or inside virtual stores using clickstream data
(e.g., Montgomery et al. 2004), the distribution of first-cut emotional responses to
varied product and context stimuli which neuro-marketing researchers are trying to
understand using functional magnetic resonance imaging (fMRI) studies (see, e.g.,
Lee et al. (2007) for a survey of the literature), etc.

Data source #7 in Fig. 2.1 draws on how retailers optimize their physical store
spaces for meeting sales, share, or profit objectives. Different product arrangements
on store shelves lead to differential visibility and salience. This results in a height-
ened awareness, recall, and inter-product comparison and therefore differential
purchase propensity, sales, and share for any focal product. More generally, an
optimization of store layouts and other situational factors both offline (e.g., Park
et al. 1989) as well as online (e.g., Vrechopoulos et al. 2004) can be considered
given the physical store data sources that are now available. Data source #8
pertains to environmental data that retailers routinely draw upon to make assortment,
promotion, and/or inventory stocking decisions. For example, that weather data
affects consumer spending propensities (e.g., Murray et al. 2010) and store sales has
been known and studied for a long time (see, e.g., Steele 1951). Today, retailers can
access a well-oiled data collection, collation, and analysis ecosystem that regularly
takes in weather data feeds from weather monitoring system APIs and collates
it into a format wherein a rules engine can apply, and thereafter output either
recommendations or automatically trigger actions or interventions on the retailer’s
behalf.
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Finally, data source #9 in Fig. 2.2 is pertinent largely to emerging markets and lets
small, unorganized sector retailers (mom-and-pop stores) to leverage their physical
location and act as fulfillment center franchisees for large retailers (Forbes 2015).

10 Summary and Conclusion

This chapter was an introduction to the important task of data collection, a process
that precedes and heavily influences the success or failure of data science and
analytics projects in meeting their objectives. We started with why data is such a
big deal and used an illustrative example (Uber) to see the value inherent in the
right kind of data. We followed up with some preliminaries on the four main types
of data, their corresponding four primary scales, and the implications for analysis
downstream. We then ventured into problem formulation, discussed why it is of
such critical importance in determining what data to collect, and built a simple
framework against which data scientists could check and validate their current
problem formulation tasks. Finally, we walked through an extensive example of the
various kinds of data sources available in just one business domain—retailing—and
the implications thereof.

Exercises

Ex. 2.1 Prepare the movie release dataset of all the movies released in the last 5 years
using IMDB.

(a) Find all movies that were released in the last 5 years.

(b) Generate a file containing URLs for the top 50 movies every year on IMDB.

(c) Read in the URL’s IMDB page and scrape the following information:

Producer(s), Director(s), Star(s), Taglines, Genres, (Partial) Storyline, Box
office budget, and Box office gross.

(d) Make a table out of these variables as columns with movie name being the first
variable.

(e) Analyze the movie-count for every Genre. See if you can come up with some
interesting hypotheses. For example, you could hypothesize that “Action Genres
occur significantly more often than Drama in the top-250 list.” or that “Action
movies gross higher than Romance movies in the top-250 list.”

(f) Write a markdown doc with your code and explanation. See if you can storify
your hypotheses.

Note: You can web-scrape with the rvest package in R or use any platform that
you are comfortable with.
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Ex. 2.2 Download the movie reviews from IMDB for the list of movies.

(a) Go to www.imdb.com and examine the page.

(b) Scrape the page and tabulate the output into a data frame with columns “name,
url, movie type, votes.”

(c) Filter the data frame. Retain only those movies that got over 500 reviews. Let
us call this Table 1.

(d) Now for each of the remaining movies, go to the movie’s own web page on the
IMDB, and extract the following information:

Duration of the movie, Genre, Release date, Total views, Commercial
description from the top of the page.

(e) Add these fields to Table 1 in that movie’s row.

(f) Now build a separate table for each movie in Table 1 from that movie’s web
page on IMDB. Extract the first five pages of reviews of that movie and in each
review, scrape the following information:

Reviewer, Feedback, Likes, Overall, Review (text), Location (of the
reviewer), Date of the review.

(g) Store the output in a table. Let us call it Table 2.

(h) Create a list (List 1) with as many elements as there are rows in Table 1. For the
ith movie in Table 1, store Table 2 as the ith element of a second list, say, List 2.

Ex. 2.3 Download the Twitter data through APIs.

(a) Read up on how to use the Twitter API (https://dev.twitter.com/overview/api).
If required, make a twitter ID (if you do not already have one).

(b) There are three evaluation dimensions for a movie at IMDB, namely, Author,
Feedback, and Likes. More than the dictionary meanings of these words, it is
interesting how they are used in different contexts.

(c) Download 50 tweets each that contain these terms and 100 tweets for each
movie.

(d) Analyze these tweets and classify what movie categories they typically refer to.
Insights here could, for instance, be useful in designing promotional campaigns
for the movies.

P.S.: R has a dedicated package twitteR (note capital R in the end). For additional
functions, refer twitteR package manual.
Ex. 2.4 Prepare the beer dataset of all the beers that got over 500 reviews.

(a) Go to (https://www.ratebeer.com/beer/top-50/) and examine the page.

(b) Scrape the page and tabulate the output into a data frame with columns “name,
url, count, style.”

(c) Filter the data frame. Retain only those beers that got over 500 reviews. Let us
call this Table 1.

(d) Now for each of the remaining beers, go to the beer’s own web page on the
ratebeer site, and scrape the following information:


http://www.imdb.com
https://dev.twitter.com/overview/api
https://www.ratebeer.com/beer/top-50/
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“Brewed by, Weighted Avg, Seasonal, Est.Calories, ABV, commercial
description” from the top of the page.

Add these fields to Table 1 in that beer’s row.
Now build a separate table for each beer in Table 1 from that beer’s ratebeer
web page. Scrape the first three pages of reviews of that beer and in each review,
scrape the following info:

“rating, aroma, appearance, taste, palate, overall, review (text), location (of
the reviewer), date of the review.”
Store the output in a dataframe, let us call it Table 2.
Create a list (let us call it List 1) with as many elements as there are rows in
Table 1. For the ith beer in Table 1, store Table 2 as the ith element List 2.

2.5 Download the Twitter data through APIs.

Read up on how to use the twitter API here (https://dev.twitter.com/overview/
api). If required, make a twitter ID (if you do not already have one).
Recall three evaluation dimensions for beer at ratebeer.com, viz., aroma,
taste, and palate. More than the dictionary meanings of these words, what is
interesting is how they are used in context.

So pull 50 tweets each containing these terms.
Read through these tweets and note what product categories they typically
refer to. Insights here could, for instance, be useful in designing promotional
campaigns for the beers. We will do text analysis, etc. next visit.

P.S.: R has a dedicated package twitteR (note capital R in the end). For additional

functions, refer twitteR package manual.

Ex

(a)
(b)

(©)

(d)

. 2.6 WhatsApp Data collection.

Form a WhatsApp group with few friends/colleagues/relatives.
Whenever you travel or visit different places as part of your everyday work,
share your location to the WhatsApp group.

For example, if you are visiting an ATM, your office, a grocery store, the
local mall, etc., then send the WhatsApp group a message saying: “ATM, [share
of location here].”

Ideally, you should share a handful of locations every day. Do this DC
exercise for a week. It is possible you may repeat-share certain locations.

P.S.: We assume you have a smartphone with google maps enabled on it to
share locations with.

Once this exercise is completed export the WhatsApp chat history of DC group
to a text file. To do this, see below:

Go to WhatsApp > Settings > Chat history > Email Chat > Select the chat
you want to export.

Your data file should look like this:

28/02/17, 7:17 pm—fname Iname: location: https://maps.google.com/?q=17.
463869,78.367403

28/02/17, 7:17 pm—fname Iname: ATM


https://dev.twitter.com/overview/api
https://dev.twitter.com/overview/api
http://ratebeer.com
https://maps.google.com/?q=17.463869,78.367403
https://maps.google.com/?q=17.463869,78.367403
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(e) Now compile this data in a tabular format. Your data should have these columns:

¢ Sender name
e Time

¢ Latitude

* Longitude

e Type of place

(f) Extract your locations from the chat history table and plot it on google maps.
You can use the spatial DC code we used on this list of latitude and longitude
co-ordinates or use leaflet() package in R to do the same. Remember to extract
and map only your own locations not those of other group members.

(g) Analyze your own movements over a week *AND* record your observations
about your travels as a story that connects these locations together.
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Chapter 3 )
Data Management—Relational Database o
Systems (RDBMS)

Hemanth Kumar Dasararaju and Peeyush Taori

1 Introduction

Storage and management of data is a key aspect of data science. Data, simply
speaking, is nothing but a collection of facts—a snapshot of the world—that can
be stored and processed by computers. In order to process and manipulate data
efficiently, it is very important that data is stored in an appropriate form. Data comes
in many shapes and forms, and some of the most commonly known forms of data
are numbers, text, images, and videos. Depending on the type of data, there exist
multiple ways of storage and processing. In this chapter, we focus on one of the
most commonly known and pervasive means of data storage—relational database
management systems. We provide an introduction using which a reader can perform
the essential operations. References for a deeper understanding are given at the end
of the chapter.

2 Motivating Example

Consider an online store that sells stationery to customers across a country. The
owner of this store would like to set up a system that keeps track of inventory, sales,
operations, and potential pitfalls. While she is currently able to do so on her own,
she knows that as her store scales up and starts to serve more and more people, she
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will no longer have the capacity to manually record transactions and create records
for new occurrences. Therefore, she turns to relational database systems to run her
business more efficiently.

A database is a collection of organized data in the form of rows, columns, tables
and indexes. In a database, even a small piece of information becomes data. We tend
to aggregate related information together and put them under one gathered name
called a Table. For example, all student-related data (student ID, student name, date
of birth, etc.) would be put in one table called STUDENT table. It decreases the
effort necessary to scan for a specific information in an entire database. Since a
database is very flexible, data gets updated and extended when new data is added
and the database shrinks when data is deleted from the database.

3 Database Systems—What and Why?

As data grows in size, there arises a need for a means of storing it efficiently such
that it can be found and processed quickly. In the “olden days” (which was not
too far back), this was achieved via systematic filing systems where individual files
were catalogued and stored neatly according to a well-developed data cataloging
system (similar to the ones you will find in libraries or data storage facilities
in organizations). With the advent of computer systems, this role has now been
assumed by database systems. Plainly speaking, a database system is a digital
record-keeping system or an electronic filing cabinet. Database systems can be used
to store large amounts of data, and data can then be queried and manipulated later
using a querying mechanism/language. Some of the common operations that can
be performed in a database system are adding new files, updating old data files,
creating new databases, querying of data, deleting data files/individual records, and
adding more data to existing data files. Often pre processing and post-processing of
data happen using database languages. For example, one can selectively read data,
verify its correctness, and connect it to data structures within applications. Then,
after processing, write it back into the database for storage and further processing.

With the advent of computers, the usage of database systems has become
ubiquitous in our personal and work lives. Whether we are storing information about
personal expenditures using an Excel file or making use of MySQL database to
store product catalogues for a retail organization, databases are pervasive and in use
everywhere. We also discuss the difference between the techniques discussed in this
chapter compared to methods for managing big data in the next chapter.

3.1 Database Management System

A database management system (DBMS) is the system software that enables users
to create, organize, and manage databases. As Fig. 3.1 illustrates, The DBMS serves
as an interface between the database and the end user, guaranteeing that information
is reliably organized and remains accessible.
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' ' . Application ’ System Database
& (DBMS)

Fig. 3.1 Relating databases to end users

The main objectives of DBMS are mass storage; removal of duplicity—DBMS
makes sure that same data has not been stored earlier; providing multiple user
access—two or more users can work concurrently; data integrity—ensuring the
privacy of the data and preventing unauthorized access; data backup and recovery;
nondependence on a particular platform; and so on. There are dozens of DBMS
products available. Popular products include Microsoft Access, MYSQL, Oracle
from Oracle Corporation, SQL Server from Microsoft, and DB2 from IBM.

3.2 Relational Database Management System

Relational database management system (RDBMS) is a database management
system (DBMS) that is based on the relational model of data. DBMS tells us about
the tables but Relational DBMS specifies about relations between different entities
in the database. The two main principles of the RDBMS are entity integrity and
referential integrity.

» Entity integrity: Here, all the data should be organized by having a unique value
(primary key), so it cannot accept null values.

* Referential integrity: Referential integrity must have constraints specified
between two relations and the relationship must always be consistent (e.g.,
foreign key column must be equal to the primary key column).

— Primary key: Primary key is a column in a table that uniquely identifies the
rows in that relation (table).

— Foreign key: Foreign keys are columns that point to primary key columns of
another table.

Normalization:

Normalization is the database design technique that is used to efficiently organize
the data, optimize the table structures, and remove duplicate data entries. It
separates the larger tables into smaller tables and links them using the relationships.
Normalization is used to improve the speed, for efficient usage of space, and to
increase the data integrity. The important normalizations that are used to organize
the database are as follows:
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 First normal form (INF): The table must contain “atomic” values only (should
not contain any duplicate values, and cannot hold multiple values).
Example: Suppose the university wants to store the details of students who are
finalists of a competition. Table 3.1 shows the data.

Three students (Jon, Robb, and Ken) have two different parents numbers so the
university put two numbers in the same field as you see in Table 3.1. This table is
not in 1NF as it does not follow the rule “Only atomic values in the field” as there
are multiple values in parents_number field. To make the table into INF we should
store the information as shown in Table 3.2.

* Second normal form (2NF): Must follow first normal form and no non-key
attributes are dependent on the proper subset of any candidate key of the table.
Example: Assume a university needs to store the information of the instructors

and the topics they teach. They make a table that resembles the one given below

(Table 3.3) since an instructor can teach more than one topic.

Table 3.1 Students in a university competition

Student_ID Student_Name Address Parents_number

71121 Jon New York 75430105417540
71122 Janet Chicago 1915417

71123 Robb Boston 63648014889636
71124 Zent Los Angeles 7545413

71125 Ken Atlanta 40136924016371

Table 3.2 Students in a university competition sorted efficiently

Student_ID Student_Name Address Parents_number
71121 Jon New York 7543010
71121 Jon New York 5417540
71122 Janet Chicago 1915417
71123 Robb Boston 6364801
71123 Robb Boston 4889636
71124 Zent Los Angeles 7545413
71125 Ken Atlanta 4013692
71125 Ken Atlanta 4016371

Table 3.3 Instructors in a

. ” Instructor_ID | Topic Instructor_Age
university
56121 Neural Network | 37
56121 IoT 37
56132 Statistics 51
56133 Optimization 43

56133 Simulation 43
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Table 3.4 Breaking tables

. ; Instructor_ID | Instructor_Age
into two in order to agree

with 2NF S6121 37
56132 51
56133 43

Instructor_ID | Topic

56121 Neural Network
56121 IoT

56132 Statistics

56133 Optimization
56133 Simulation

Table 3.5 Students in a university competition

Student_ID | Student_Name | Student_ZIP | Student_State | Student_city | Student_Area

71121 Jon 10001 New York New York Queens Manhattan
71122 Janet 60201 Illinois Chicago Evanston

71123 Robb 02238 Massachusetts | Boston Cambridge

71124 Zent 90089 California Los Angeles | Trousdale

Here Instructor_ID and Topic are key attributes and Instructor_Age is a non-
key attribute. The table is in 1INF but not in 2NF because the non-key attribute
Instructor_Age is dependent on Instructor_ID. To make the table agree to 2NF, we
can break the table into two tables like the ones given in Table 3.4.

* Third normal form (3NF): Must follow second normal form and none of the non-
key attributes are determined by another non-key attributes.
Example: Suppose the university wants to store the details of students who are
finalists of a competition. The table is shown in Table 3.5.

Here, student_ID is the key attribute and all other attributes are non-key
attributes. Student_State, Student_city, and Student_Area depend on Student_ZIP
and Student_ZIP is dependent on Student_ID that makes the non-key attribute
transitively dependent on the key attribute. This violates the 3NF rules. To make
the table agree to 3NF we can break into two tables like the ones given in Table 3.6.

3NF is the form that is practiced and advocated across most organizational
environments. It is because tables in 3NF are immune to most of the anomalies
associated with insertion, updation, and deletion of data. However, there could be
specific instances when organizations might want to opt for alternate forms of table
normalization such as 4NF and SNF. While 2NF and 3NF normalizations focus on
functional aspects, 4NF and SNF are more concerned with addressing multivalued
dependencies. A detailed discussion of 4NF and 5SNF forms is beyond the scope
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Table 3.6 Breaking tables into two in order to agree with 3NF
Student table:

Student_ID Student_Name Student_ZIP
71121 Jon 10001

71122 Janet 60201

71123 Robb 02238

71124 Zent 90089
Student_zip table:

Student_ZIP Student_State Student_city Student_Area
10001 New York New York Queens Manhattan
60201 Illinois Chicago Evanston
02238 Massachusetts Boston Cambridge
90089 California Los Angeles Trousdale

of discussion for this chapter, but interested reader can learn more online from
various sources.! It should be noted that in many organizational scenarios, the focus
is mainly on achieving 3NF.

3.3 Advantages of RDBMS over EXCEL

Most businesses today need to record and store information. Sometimes this may be
only for record keeping and sometimes data is stored for later use. We can store the
data in Microsoft Excel. But why is RDBMS the most widely used method to store
data?

Using Excel we can perform various functions like adding the data in rows and
columns, sorting of data by various metrics, etc. But Excel is a two-dimensional
spreadsheet and thus it is extremely hard to make connections between information
in various spreadsheets. It is easy to view the data or find the particular data from
Excel when the size of the information is small. It becomes very hard to read the
information once it crosses a certain size. The data might scroll many pages when
endeavoring to locate a specific record.

Unlike Excel, in RDBMS, the information is stored independently from the user
interface. This separation of storage and access makes the framework considerably
more scalable and versatile. In RDBMS, data can be easily cross-referenced
between multiple databases using relationships between them but there are no such
options in Excel. RDBMS utilizes centralized data storage systems that makes
backup and maintenance much easier. Database frameworks have a tendency to be
significantly faster as they are built to store and manipulate large datasets unlike
Excel.

1(http://www.bkent.net/D(x:/simpleS.htm (accessed on Feb 6, 2019))
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4 Structured Query Language (SQL)

SQL (structured query language) is a computer language exclusive to a particular
application domain in contrast to some other general-purpose language (GPL) such
as C, Java, or Python that is broadly applicable across domains. SQL is text oriented,
and designed for managing (access and manipulate) data. SQL was authorized as a
national standard by the ANSI (American National Standards Institute) in 1992. It is
the standard language for relational database management systems. Some common
relational database management systems that operate using SQL are Microsoft
Access, MySQL, Oracle, SQL Server, and IBM DB2. Even though many database
systems make use of SQL, they also have their unique extensions that are specific
to their systems.

SQL statements are used to select the particular part of the data, retrieve data
from a database, and update data on the database using CREATE, SELECT,
INSERT, UPDATE, DELETE, and DROP commands. SQL commands can be sliced
into four categories: DDL (data definition language), which is used to define the
database structures; DML (data manipulation language), which is used to access and
modify database data; DCL (data control language); and TCL (transaction control
language).

DDL (Data Definition Language):
DDL deals with the database schemas and structure. The following statements
are used to take care of the design and storage of database objects.

1. CREATE: Creates the database, table, index, views, store, procedure, functions,
and triggers.

2. ALTER: Alters the attributes, constraints, and structure of the existing database.

. DROP: Deletes the objects (table, view, functions, etc.) from the database.

4. TRUNCATE: Removes all records from a table, including the space allocated to
the records.

5. COMMENT: Associates comments about the table or about any objects to the
data dictionary.

6. RENAME: Renames the objects.

(O8]

DML (Data Manipulation Language):
DML deals with tasks like storing, modifying, retrieving, deleting, and updating
the data in/from the database.

1. SELECT: The only data retrieval statement in SQL, used to select the record(s)
from the database.

2. INSERT: Inserts a new data/observation into the database.

. UPDATE: Modifies the existing data within the database.

4. DELETE: Removes one or more records from the table.

(O8]
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Note: There is an important difference between the DROP, TRUNCATE, and
DELETE commands. DELETE (Data alone deleted) operations can be recalled
back (undo), while DROP (Table structure + Data are deleted) and TRUNCATE
operations cannot be recalled back.

DCL (Data Control Language):

Data control languages are used to uphold the database security during multi-
ple user data environment. The database administrator (DBA) is responsible for
“grant/revoke” privileges on database objects.

1. GRANT: Provide access or privilege on database objects to the group of users or
particular user.
2. REVOKE: Remove user access rights or privilege to the database objects.

TCL (Traction Control Language):
Transaction control language statements enable you to control and handle trans-
actions to keep up the trustworthiness of the information within SQL statements.

1. BEGIN: Opens a transaction.

2. COMMIT: Saves the transaction on the database.

3. ROLLBACK: Rollback (undo the insert, delete, or update) the transaction in the
database in case of any errors.

4. SAVEPOINT: Rollback to the particular point (till the savepoint marked) of
transaction. The progression done until the savepoint will be unaltered and all
transaction after that will be rolled back.

4.1 Introduction to MySQL

In this section, we will walk through the basics of creating a database using MySQL?
and query the database using the MySQL querying language. As described earlier
in the chapter, a MySQL database server is capable of hosting many databases. In
databases parlance, a database is often also called a schema. Thus, a MySQL server
can contain a number of schemas. Each of those schemas (database) is made up of a
number of tables, and every table contains rows and columns. Each row represents
an individual record or observation, and each column represents a particular attribute
such as age and salary.

When you launch the MySQL command prompt, you see a command line like
the one below (Fig. 3.2).

2MySQL Workbench or Windows version can be downloaded from https://dev.mysql.com/
downloads/windows/ (accessed on Feb 15, 2018) for practice purpose.


https://dev.mysql.com/downloads/windows/
https://dev.mysql.com/downloads/windows/
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‘\h*' for help. Type '\c’ » clear the current input statement.

Fig. 3.2 MySQL command prompt Interface

The command line starts with “mysql>" and you can run SQL scripts by closing
commands with semicolon (;).

4.2 How to Check the List of Databases Available in MySQL?

In order to get started we will first check the databases that are already present in
a MySQL server. To do so, type “show databases” in the command line. Once
you run this command, it will list all the available databases in the MySQL server
installation. The above-mentioned command is the first SQL query that we have
run. Please note that keywords and commands are case-insensitive in MySQL as
compared to R and Python where commands are case-sensitive in nature.

mysql> SHOW DATABASES;

Output

+----mmm - +
| Database |
+----mmm - +
| information schema |
| mysql |
| performance schema |
| test |
+----m - +

4 rows in set (0.00 sec)

You would notice that there are already four schemas listed though we have
not yet created any one of them. Out of the four databases, “information_schema”,
“mysql”, and “performance_schema” are created by MySQL server for its internal
monitoring and performance optimization purposes and should not be used when we
are creating our own database. Another schema “test” is created by MySQL during
the installation phase and it is provided for testing purposes. You can remove the
“test” schema or can use it to create your own tables.
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4.3 Creating and Deleting a Database

Now let us create our own database. The syntax for creating a database in MySQL is:

CREATE DATABASE databasename;

Let us create a simple inventory database. We shall create a number of tables
about products and their sales information such as customers, products, orders,
shipments, and employee. We will call the database “product_sales”. In order to
create a database, type the following SQL query:

mysgl> CREATE DATABASE product_sales;

Output:
Query OK, 1 row affected (0.00 sec)

mysgl> SHOW DATABASES;

Output

+---m - +

| Database |

+---m - +
information_ schema
mysqgl

product_sales

| \
| \
| performance schema |
| \
| test |

5 rows in set (0.00 sec)

In the above-mentioned query, we are creating a database called “product_sales.”
Once the query is executed, if you issue the “show databases” command again, then
it will now show five databases (with “product_sales” as the new database). As of
now, “product_sales” will be an empty database, meaning there would be no tables
inside it. We will start creating tables and populating them with data in a while.

In order to delete a database, you need to follow the following syntax:

DROP DATABASE databasename;
In our case, if we need to delete “product_sales”, we will issue the command:
mysgl> DROP DATABASE product_ sales;

Output:
Query OK, 0 rows affected (0.14 sec)

mysql> SHOW DATABASES;

Output

+---mmm e +
| Database |
+---mm - +

| information schema |
| mysql \
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| performance schema |
| test |

4 rows in set (0.00 sec)

Oftentimes, when you have to create a database, you might not be sure if a
database of the same name exists already in the system. In such cases, conditions
such as “IF EXISTS” and “IF NOT EXISTS” come in handy. When we execute such
query, then the database is created if there is no other database of the same name.
This helps us in avoiding overwriting of the existing database with the new one.

mysqgl> CREATE DATABASE IF NOT EXISTS product_sales;

Output:
Query OK, 1 row affected (0.00 sec)

One important point to keep in mind is the use of SQL DROP commands with
extreme care, because once you delete an entity or an entry, then there is no way to
recover the data.

4.4 Selecting a Database

There can be multiple databases available in the MySQL server. In order to work on
a specific database, we have to select the database first. The basic syntax to select a
database is:

USE databasename;

In our case, if we have to select “product_sales” database, we will issue the
command:

mysgl> USE product_sales;

Output:
Database changed

When we run the above query, the default database now is “product_sales”.
Whatever operations we will now perform will be performed on this database. This
implies that if you have to use a specific table in the database, then you can simply
do so by calling the table name. If at any point of time you want to check which
your selected database is then issue the command:

mysgl> SELECT DATABASE () ;

Output

+----m - +
| DATABASE () |
+---- - +
| product_sales |
+---- - +

1 row in set (0.00 sec)



52 H. K. Dasararaju and P. Taori

If you want to check all tables in a database, then issue the following command:
mysgl> SHOW TABLES;

Output:
Empty set (0.00 sec)

As of now it is empty since we have not yet created any table. Let us now go
ahead and create a table in the database.

4.5 Table Creation and Deletion

The syntax for creating a new table is:

CREATE TABLE tablename (IF EXISTS) ;

The above command will create the table with table name as specified by the user.
You can also specify the optional condition IF EXISTS/IF NOT EXISTS similar to
the way you can specify them while creating a database. Since a table is nothing
but a collection of rows and columns, in addition to specifying the table name, you
would also want to specify the column names in the table and the type of data that
each column can contain. For example, let us go ahead and create a table named
“products.” We will then later inspect it in greater detail.
mysqgl> CREATE TABLE products (productID INT 10 UNSIGNED NOT NULL

AUTO_INCREMENT, code CHAR(6) NOT NULL DEFAULT “, productname

VARCHAR (30) NOT NULL DEFAULT “, quantity INT UNSIGNED NOT NULL

DEFAULT 0, price DECIMAL(5,2) NOT NULL DEFAULT 0.00, PRIMARY
KEY (productID) );

Output:
Query OK, 0 rows affected (0.41 sec)

In the above-mentioned command, we have created a table named “products.”
Along with table name, we have also specified the columns and the type of data
that each column contains within the parenthesis. For example, “products™ table
contains five columns—productID, code, productname, quantity, and price. Each of
those columns can contain certain types of data. Let us look at them one by one:

» productID is INT 10 UNSIGNED (INT means integer, it accepts only integer
values for productID). And the number 10 after INT represents the size of the
integer; here in this case productID accepts an integer of maximum size 10.
And the attribute UNSIGNED means nonnegative integers, which means the
productID will accept only positive integers. Thus, if you enter any non-integer
value, negative value, or number great than that of size 10, it will throw you an
error. If you do not specify the attribute UNSIGNED in the command, by default
it will take SIGNED attribute, which accepts both positive and negative integers.

* code is CHAR(6)—CHAR(6) means a fixed-length alphanumeric string that can
contain exactly six characters. It accepts only six characters.



3 Data Management—Relational Database Systems (RDBMS) 53

* productname is VARCHAR(30). Similar to CHAR, VARCHAR stands for a
variable length string that can contain a maximum of 30 characters. The contrast
between CHAR and VARCHAR is that whereas CHAR is a fixed length string,
VARCHAR can vary in length. In practice, it is always better to use VARCHAR
unless you suspect that the string in a column is always going to be of a fixed
length.

* quantity INT. This means that quantity column can contain integer values.

e price DECIMAL(S,2). Price column can contain floating point numbers (decimal
numbers) of length 5 and the length of decimal digits can be a maximum of 2.
Whenever you are working with floating point numbers, it is advisable to use
DECIMAL field.

There are a number of additional points to be noted with regard to the above
statement.

For a number of columns such as productID, productname you would notice the
presence of NOT NULL. NOT NULL is an attribute that essentially tells MySQL
that the column cannot have null values. NULL in MySQL is not a string and is
instead a special character to signify absence of values in the field. Each column
also contains the attribute DEFAULT. This essentially implies that if no value is
provided by the user then use default value for the column. For example, default
value for column quantity will be 0 in case no values are provided when inputting
data to the table.

The column productID has an additional attribute called AUTO_INCREMENT,
and its default value is set to 1. This implies that whenever there is a null value
specified for this column, a default value would instead be inserted but this default
value will be incremented by 1 with a starting value of 1. Thus, if there are two
missing productID entries, then the default values of 1 and 2 would be provided.

Finally, the last line of table creation statement query is PRIMARY KEY
(productID). Primary key for a table is a column or set of columns where each
observation in that column would have a unique value. Thus, if we have to look
up any observation in the table, then we can do so using the primary key for the
table. Although it is not mandatory to have primary keys for a table, it is a standard
practice to have one for every table. This also helps during indexing the table and
makes query execution faster.

If you would now run the command SHOW TABLES, then the table would be
reflected in your database.

mysgl> SHOW TABLES;

Output

e +
| Tables in product sales |
Fommmm e +
| products |
Fommmm +

1 row in set (0.00 sec)
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You can always look up the schema of a table by issuing the “DESCRIBE”
command:

mysgl> DESCRIBE products;

Output

o Fommm e - e Fommmm - +
| Field | Type | Null | Key | Default | Extra |
Fommm - Fommm e - R il Fo-mm e +
| productID | int (10) unsigned | NO | PRI | NULL | auto_increment

| code | char(6) | NO | | |

| productname | varchar (30) | NO | | |

| quantity | int (10) unsigned | NO | | 0 | |
| price | decimal (5,2) | NO | | 0.00 | |
e i Fommm e - B S i B +

5 rows in set (0.01 sec)

4.6 Inserting the Data

Once we have created the table, it is now time to insert data into the table. For now
we will look at how to insert data manually in the table. Later on we will see how we
can import data from an external file (such as CSV or text file) in the database. Let
us now imagine that we have to insert data into the products table we just created.
To do so, we make use of the following command:

mysqgl> INSERT INTO products VALUES (1, ’'IPH’, ’'Iphone 5S Gold’,
300, 625);

Output:
Query OK, 1 row affected (0.13 sec)

When we issue the above command, it will insert a single row of data into the
table “products.” The parenthesis after VALUES specified the actual values that are
to be inserted. An important point to note is that values should be specified in the
same order as that of columns when we created the table “products.” All numeric
data (integers and decimal values) are specified without quotes, whereas character
data must be specified within quotes.

Now let us go ahead and insert some more data into the “products.” table:
mysgl> INSERT INTO products VALUES (NULL, ’IPH’,

'Iphone 58 Black’, 8000, 655.25), (NULL, ’IPH’,
'Iphone 58 Blue’, 2000, 625.50);

Output:
Query OK, 2 rows affected (0.13 sec)
Records: 2 Duplicates: 0 Warnings: 0

In the above case, we inserted multiple rows of data at the same time. Each row
of data was specified within parenthesis and each row was separated by a comma
(,). Another point to note is that we kept the productID fields as null when inserting
the data. This is to demonstrate that even if we provide null values, MySQL will
make use of AUTO_INCREMENT operator to assign values to each row.
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Sometimes there might be a need where you want to provide data only for some
columns or you want to provide data in a different order as compared to the original
one when we created the table. This can be done using the following command:

mysgl> INSERT INTO products (code, productname, quantity, price)
VALUES (’SNY’, ’Xperia Z1’, 10000, 555.48), ('SNY’, ’'Xperia S’,
8000, 400.49);

Output:
Query OK, 2 rows affected (0.13 sec)
Records: 2 Duplicates: 0 Warnings: 0

Notice here that we did not specify the productID column for values to be inserted
in, but rather explicitly specified the columns and their order in which we want
to insert the data. The productID column will be automatically populated using
AUTO_INCREMENT operator.

4.7 Querying the Database

Now that we have inserted some values into the products table, let us go ahead and
see how we can query the data. If you want to see all observations in a database
table, then make use of the SELECT * FROM tablename query:

mysgl> SELECT x FROM products;

Output

+-----m-- +------ t--mmm e +----mmmm - F-------- +
| productID | code | productname | quantity | price |
+----mem- +------ Fo-mmm e +----me-- F------- +
| 1 | IPH | Iphone 5S Gold | 300 | 625.00 |
| 2 | IPH | Iphone 5S Black | 8000 | 655.25 |
| 3 | IPH | Iphone 5S Blue | 2000 | 625.50 |
| 4 | SNY | Xperia Z1 | 10000 | 555.48 |
| 5 | SNY | Xperia S | 8000 | 400.49 |
+----me- +------ Fo-mmm e +----me-- F------- +

5 rows in set (0.00 sec)

SELECT query is perhaps the most widely known query of SQL. It allows you to
query a database and get the observations matching your criteria. SELECT * is the
most generic query, which will simply return all observations in a table. The general
syntax of SELECT query is as follows:

SELECT columnlName, column2Name, ... FROM tableName

This will return selected columns from a particular table name. Another variation
of SELECT query can be the following:

SELECT columnlName, column2Name ....from tableName where
somecondition;
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In the above version, only those observations would be returned that match
the criteria specified by the user. Let us understand them with the help of a few
examples:

mysgl> SELECT productname, quantity FROM products;

Output

+---ee - F---mmem - +
| productname | quantity |
+---ee - F---mmem - +
| Iphone 5S Gold | 300 |
| Iphone 5S Black | 8000 |
| Iphone 5S Blue | 2000 |
| Xperia Z1 | 10000 |
| Xperia S | 8000 |
+---mm e F--------- +

mysqgl> SELECT productname, price FROM products WHERE price < 600;

Output

F--mmm e +-------- +
| productname | price |
F--mmm e +-------- +
| Xperia Z1 | 555.48 |
| Xperia S | 400.49 |
+----mmmm - +-------- +

2 rows in set (0.00 sec)

The above query will only give name and price columns for those records whose
price <600.

mysgl> SELECT productname, price FROM products
WHERE price >= 600;

Output

+---m +-------- +
| productname | price |
+---m +-------- +
| Iphone 5S Gold | 625.00 |
| Iphone 5S Black | 655.25 |
| Iphone 5S Blue | 625.50 |
+----mm +-------- +

3 rows in set (0.00 sec)

The above query will only give name and price columns for those records whose
price >= 600.

In order to select observations based on string comparisons, enclose the string
within quotes. For example:
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mysgl> SELECT productname, price FROM products

WHERE code = 'IPH’;

Output

+---mmmm e +-------- +
| productname | price |
+---mmmm e +-------- +
| Iphone 5S Gold | 625.00 |
| Iphone 5S Black | 655.25 |
| Iphone 5S Blue | 625.50 |
+---mmmm e +-------- +

3 rows in set (0.00 sec)

The above command gives you the name and price of the products whose code
is “IPH.”

In addition to this, you can also perform a number of string pattern matching
operations, and wildcard characters. For example, you can make use of operators
LIKE and NOT LIKE to search if a particular string contains a specific pattern. In
order to do wildcard matches, you can make use of underscore character “_" for a
single-character match, and percentage sign “%” for multiple-character match. Here
are a few examples:

* “phone%” will match strings that start with phone and can contain any characters
after.

* “Y%phone” will match strings that end with phone and can contain any characters
before.

* “I%phone%’ will match strings that contain phone anywhere in the string.

e “c_a” will match strings that start with “c” and end with “a” and contain any
single character in-between.

mysqgl> SELECT productname, price FROM products WHERE productname
LIKE 'Iphone%’;

Output

t--mmm e +-------- +
| productname | price |
t--mmmm e +-------- +
| Iphone 5S Gold | 625.00 |
| Iphone 5S Black | 655.25 |
| Iphone 5S Blue | 625.50 |
t--mmm e +-------- +

3 rows in set (0.00 sec)

mysqgl> SELECT productname, price FROM products WHERE productname
LIKE ’%Blue%’;

Output

Fo-mmm - F-------- +
| productname | price |
to-mmm - F-------- +
| Iphone 5S Blue | 625.50 |
to-mmm - F------- +

1 row in set (0.00 sec)
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Additionally, you can also make use of Boolean operators such as AND, OR in
SQL queries to create multiple conditions.

mysgl> SELECT % FROM products WHERE quantity >= 5000 AND
productname LIKE ’'Iphone%’;

Output

+----------- +------ F---mmm - +---------- +-------- +
| productID | code | productname | quantity | price |
+----------- +------ F--mmmmm - +---------- +-------- +
[ 2 | IPH | Iphone 5S Black | 8000 | 655.25 |
+----------- +------ F---mmmm - +---------- +-------- +

1 row in set (0.00 sec)

This gives you all the details of products whose quantity is >=5000 and the name
like ‘Iphone’.

mysgl> SELECT x FROM products WHERE quantity >= 5000 AND price >
650 AND productname LIKE 'Iphone%’;

Output

+----------- +------ - +--------- +-------- +
| productID | code | productname | quantity | price |
+----------- +------ F---mmm e +--------- +-------- +
[ 2 | IPH | Iphone 5S Black | 8000 | 655.25 |
+----------- +------ F--mmm e +---------- +-------- +

1 row in set (0.00 sec)

If you want to find whether the condition matches any elements from within a
set, then you can make use of IN operator. For example:

mysqgl> SELECT x FROM products WHERE productname IN (’Iphone 5S
Blue’, ’'Iphone 5S Black’);

Output

+----mm - +------ o +-----mm--- F------- +
| productID | code | productname | quantity | price |
+----mm - +------ e +----me- F------- +
| 2 | IPH | Iphone 5S Black 8000 | 655.25 |
| 3 | IPH | Iphone 5S Blue | 2000 | 625.50 |
+----------- +------ F--mmm - +---------- +-------- +

2 rows in set (0.00 sec)

This gives the product details for the names provided in the list specified in the
command (i.e., “Iphone 5S Blue”, “Iphone 5S Black™).

Similarly, if you want to find out if the condition looks for values within a specific
range then you can make use of BETWEEN operator. For example:
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mysgl> SELECT x FROM products WHERE (price BETWEEN 400 AND 600)
AND (quantity BETWEEN 5000 AND 10000) ;

Output

+----------- +------ F---mmmm oo F---mmmm - +-------- +
| productID | code | productname | quantity | price |
+----------- +------ - - +-------- +
| 4 | SNY | Xperia 71 | 10000 | 555.48 |
| 5 | SNY | Xperia S | 8000 | 400.49 |
+------ +------ F----m - +-------- +-------- +

2 rows in set (0.00 sec)

This command gives you the product details whose price is between 400 and 600
and quantity is between 5000 and 10000, both inclusive.

4.8 ORDER BY Clause

Many a times when we retrieve a large number of results, we might want to sort
them in a specific order. In order to do so, we make use of ORDER BY in SQL. The
general syntax for this is:

SELECT ... FROM tableName

WHERE criteria
ORDER BY columnA ASC|DESC, columnB ASC|DESC

mysgl> SELECT % FROM
products WHERE productname LIKE ’‘Iphone%’ ORDER BY price DESC;

Output

e +------ o F--mmmm - - +
| productID | code | productname | quantity | price |
F--mm - +------ o +--mmm - - +
[ 2 | IPH | Iphone 5S Black | 8000 | 655.25 |
\ 3 | IPH | Iphone 5S Blue \ 2000 | 625.50 |
\ 1 | IPH | Iphone 58 Gold | 300 | 625.00 |
Fo-mmm - +------ o F--mmmmm - - +

3 rows in set (0.00 sec)

If you are getting a large number of results but want the output to be limited
only to a specific number of observations, then you can make use of LIMIT clause.
LIMIT followed by a number will limit the number of output results that will be
displayed.
mysgl> SELECT % FROM products ORDER BY price LIMIT 2;

Output

+----------- +------ F----mm - +-------- +-------- +
| productID | code | productname | quantity | price |
+----------- +------ F----m - +-------- +-------- +
| 5 | SNY | Xperia S | 8000 | 400.49 |
| 4 | SNY | Xperia z1 | 10000 | 555.48 |
+----mm- - +------ Fo-mmm - F--mmme - +-------- +

2 rows in set (0.00 sec)
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Oftentimes, we might want to display the columns or tables by an intuitive name
that is different from the original name. To be able to do so, we make use of AS
alias.
mysgl> SELECT productID AS ID, code AS productCode , productname

AS Description, price AS Unit Price FROM products ORDER
BY ID;

Output:

e i o B i +
| ID | productCode | Description | Unit_Price |
e e i o i +
| 1 | IPH | Iphone 5S Gold | 625.00 |
| 2 | IPH | Iphone 5S Black | 655.25 |
| 3 | IPH | Iphone 5S Blue | 625.50 |
| 4 | SNY | Xperia Z1 \ 555.48 |
| 5 | SNY | Xperia S \ 400.49 |
e e i o e i +

5 set (0.00 sec)

4.9 Producing Summary Reports

A key part of SQL queries is to be able to provide summary reports from large
amounts of data. This summarization process involves data manipulation and
grouping activities. In order to enable users to provide such summary reports, SQL
has a wide range of operators such as DISTINCT, GROUP BY that allow quick
summarization and production of data. Let us look at these operators one by one.

4.9.1 DISTINCT

A column may have duplicate values. We could use the keyword DISTINCT to
select only distinct values. We can also apply DISTINCT to several columns to
select distinct combinations of these columns. For example:

mysqgl> SELECT DISTINCT code FROM products;

Output:

2 rows in set (0.00 sec)

4.9.2 GROUP BY Clause

The GROUP BY clause allows you to collapse multiple records with a common
value into groups. For example,
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mysgl> SELECT x FROM products ORDER BY code, productID;

Output

+----------- +------ - - +---------- +-------- +
| productID | code | productname | quantity | price |
+----------- +------ F---mmm - +---------- +-------- +
\ 1 | IPH | Iphone 5S Gold | 300 | 625.00 |
| 2 | IPH | Iphone 5S Black | 8000 | 655.25 |
| 3 | IPH | Iphone 5S Blue | 2000 | 625.50 |
| 4 | SNY | Xperia Z1 | 10000 | 555.48 |
\ 5 | SNY | Xperia S \ 8000 | 400.49 |
+----------- +------ - - +---------- +-------- +

5 rows in set (0.00 sec)mysgl> SELECT % FROM products GROUP BY
code; #-- Only first record in each group is shown

Output

e +------ Fo-mmm - oo +------- +
| productID | code | productname | quantity | price |
e it F------ Fo-mmm - oo +------- +
\ 1 | IPH | Iphone 58 Gold | 300 | 625.00 |
\ 4 | SNY | Xperia Z1 | 10000 | 555.48 |
+-----mm - +------ F--mmmm e - +-------- +

2 rows in set (0.00 sec)

We can apply GROUP BY clause with aggregate functions to produce group
summary report for each group.

The function COUNT(*) returns the rows selected; COUNT(columnName)
counts only the non-NULL values of the given column. For example,

mysgl> SELECT COUNT (%) AS ‘Count‘' FROM products;

1 row in set (0.00 sec)

mysgl> SELECT code, COUNT (%) FROM products
GROUP BY code;

Output:

+------ o +
| code | COUNT (%) |
+------ oo +
| IPH | 3|
| SNY | 2 |
+------ - +

2 rows in set (0.00 sec)

We got “IPH” count as 3 because we have three entries in our table with the
product code “IPH” and similarly two entries for the product code “SNY.” Besides
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COUNTY), there are many other aggregate functions such as AVG(), MAX(), MIN(),
and SUM(). For example,

mysqgl> SELECT MAX (price), MIN(price), AVG(price), SUM(quantity)
FROM products;

Output:

e it - - o +
| MAX (price) | MIN(price) | AVG(price) | SUM(quantity) |
- - - - +
\ 655.25 | 400.49 | 572.344000 | 28300 |
- - - - +

1 row in set (0.00 sec)

This gives you MAX price, MIN price, AVG price, and total quantities of all the
products available in our products table. Now let us use GROUP BY clause:

mysgl> SELECT code, MAX(price) AS ‘Highest Price‘', MIN(price) AS
‘Lowest Price' FROM products GROUP BY code;

Output:

+------ +---mmm - +----mm - +
| code | Highest Price | Lowest Price |
+------ F--mmm - +---mm - +
| IPH | 655.25 | 625.00 |
| SNY | 555.48 | 400.49 |
+------ +---mmmm - +----mmm - +

2 rows in set (0.00 sec)

This means, the highest price of an IPhone available in our database is 655.25
and the lowest price is 625.00. Similarly, the highest price of a Sony is 555.48 and
the lowest price is 400.49.

4.10 Modifying Data

To modify the existing data, use UPDATE, SET command, with the following
syntax:

UPDATE tableName SET columnName = {value|NULL|DEFAULT}, ... WHERE
criteria

mysqgl> UPDATE products SET quantity = quantity + 50,
price = 600.5 WHERE productname = ’'Xperia Z1l’;

Output:
Query OK, 1 row affected (0.14 sec)
Rows matched: 1 Changed: 1 Warnings: 0

Let us check the modification in the products table.

mysgl> SELECT x FROM products WHERE productname = ’'Xperia Z1’;
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Output

+----------- +------ F----mm - F-------- +-------- +
| productID | code | productname | quantity | price |
+----------- +------ +----mm - +-------- +-------- +
\ 4 | SNY | Xperia Z1 | 10050 | 600.50 |
+----------- +------ +----m - +-------- +-------- +

1 row in set (0.00 sec)

You can see that the quantity of Xperia Z1 is increased by 50.

4.11 Deleting Rows

Use the DELETE FROM command to delete row(s) from a table; the syntax is:
DELETE FROM tableName # to delete all rows from the table.
DELETE FROM tableName WHERE criteria #to delete only the row(s)
that meets the criferia. For example,

mysgl> DELETE FROM products WHERE productname LIKE ’'Xperia%’;

Output:
Query OK, 2 rows affected (0.03 sec)

mysgl> SELECT * FROM products;

Output

+----------- +------ F---mmm - +---------- +-------- +
| productID | code | productname | quantity | price |
+----------- +------ F--mm - +---------- +-------- +
| 1 | IPH | Iphone 5S Gold | 300 | 625.00 |
| 2 | IPH | Iphone 5S Black | 8000 | 655.25 |
\ 3 | IPH | Iphone 5S Blue | 2000 | 625.50 |
+----------- +------ F---mmm - +---------- +-------- +

3 rows in set (0.00 sec)
mysgl> DELETE FROM products;

Output:
Query OK, 3 rows affected (0.14 sec)

mysgl> SELECT x FROM products;

Output:
Empty set (0.00 sec)

Beware that “DELETE FROM tableName” without a WHERE clause deletes
ALL records from the table. Even with a WHERE clause, you might have deleted
some records unintentionally. It is always advisable to issue a SELECT command
with the same WHERE clause to check the result set before issuing the DELETE
(and UPDATE).
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4.12 Create Relationship: One-To-Many
4.12.1 PRIMARY KEY

Suppose that each product has one supplier, and each supplier supplies one or more
products. We could create a table called “suppliers” to store suppliers’ data (e.g.,
name, address, and phone number). We create a column with unique value called
supplierID to identify every supplier. We set supplierID as the primary key for the
table suppliers (to ensure uniqueness and facilitate fast search).

In order to relate the suppliers table to the products table, we add a new column
into the “products” table—the supplierID.

We then set the supplierID column of the products table as a foreign key which
references the supplierID column of the “suppliers” table to ensure the so-called
referential integrity. We need to first create the “suppliers” table, because the
“products” table references the “suppliers” table.

mysqgl> CREATE TABLE suppliers (supplierID INT UNSIGNED NOT NULL

AUTO_INCREMENT, name VARCHAR (30) NOT NULL DEFAULT “, phone
CHAR (8) NOT NULL DEFAULT “, PRIMARY KEY (supplierID)) ;
Output:

Query OK, 0 rows affected (0.33 sec)

mysgl> DESCRIBE suppliers;

Output

- - B i +------ +----- - +--mmmmmm - +
| Field | Type | Null | Key | Default | Extra |
- Fo-mm - +------ +----- +-------- - +
| supplierID | int(10) unsigned | NO | PRI | NULL | auto_increment |
| name | varchar (30) | NO | | | |
| phone | char(8) | NO | | | |
e Fommm - +------ +----- F--em-- Fo-mmm e +

3 rows in set (0.01 sec)

Let us insert some data into the suppliers table.

mysqgl> INSERT INTO suppliers VALUE (501, ‘ABC Traders’,
'88881111'), (502, ’'XYZ Company’, '88882222’), (503, 'QQ Corp’,
’888833337) ;

Output:
Query OK, 3 rows affected (0.13 sec)
Records: 3 Duplicates: 0 Warnings: 0

mysgl> SELECT % FROM suppliers;
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Output

+------m-- - +-------m-- - +---------- +
| supplierID | name | phone |
+------------ +--------- - +---------- +
[ 501 | ABC Traders | 88881111 |
| 502 | XYZ Company | 88882222 |
| 503 | QQ Corp | 88883333 |
+------------ +------------- +---------- +

3 rows in set (0.00 sec)

4.12.2 ALTER TABLE

The syntax for ALTER TABLE is as follows:

ALTER TABLE tableName

{ADD [COLUMN] columnName columnDefinition}
{ALTER|MODIFY [COLUMN] columnName columnDefinition
(SET DEFAULT columnDefaultValue} | {DROP DEFAULT}}
{DROP [COLUMN] columnName [RESTRICT|CASCADE]}

{ADD tableConstraint}

{DROP tableConstraint [RESTRICT|CASCADE]}

Instead of deleting and re-creating the products table, we shall use the statement
“ALTER TABLE” to add a new column supplierID into the products table. As we
have deleted all the records from products in recent few queries, let us rerun the
three INSERT queries referred in the Sect. 4.6 before running “ALTER TABLE.”

mysqgl> ALTER TABLE products ADD COLUMN supplierID INT UNSIGNED
NOT NULL;

Output:
Query OK, 0 rows affected (0.43 sec)
Records: 0 Duplicates: 0 Warnings: 0

mysgl> DESCRIBE products;

Output

o= Fommm e +----- +----- o o +
| Field | Type | Null | Key | Default | Extra
o Fommm e +----- +----- o o +
| productID | int (10) unsigned | NO | PRI | NULL | auto_increment

| code | char (6) | NO | | |

| productname | varchar(30) | NO | | |

| quantity | int (10) unsigned | NO | | 0 |

| price | decimal (5,2) | NO | | 0.00 |

| supplierID | int (10) unsigned | NO | | NULL |

oo oo +----- +----- o o +

6 rows in set (0.00 sec)
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4.12.3 FOREIGN KEY

Now, we shall add a foreign key constraint on the supplierID columns of the
“products” child table to the “suppliers” parent table, to ensure that every supplierID
in the “products” table always refers to a valid supplierID in the “suppliers” table.
This is called referential integrity.

Before we add the foreign key, we need to set the supplierID of the existing
records in the “products” table to a valid supplierID in the “suppliers” table (say
supplierID = 501).

Now let us set the supplierID of the existing records to a valid supplierID of
“supplier” table. As we have deleted the records from “products” table, we can add
or update using UPDATE command.

mysqgl> UPDATE products SET supplierID = 501;

Output:
Query OK, 5 rows affected (0.04 sec)
Rows matched: 5 Changed: 5 Warnings: 0

Let us add a foreign key constraint.

mysgl> ALTER TABLE products ADD FOREIGN KEY (supplierID)
REFERENCES suppliers (supplierID);

Output:
Query OK, 0 rows affected (0.56 sec)
Records: 0 Duplicates: 0 Warnings: 0

mysgl> DESCRIBE products;

Output

o Fommm e +------ +----- F---mm - Fo-mmm e +
| Field | Type | Null | Key | Default | Extra |
- F--mmm e +------ +----- +--------- +--mmmmm - +
| productID | int (10) unsigned | NO | PRI | NULL | auto_increment |
| code | char(6) | NO | | |

| productname | varchar (30) | NO | | |

| quantity | int (10) unsigned | NO | | 0 | |
| price | decimal (5,2) | NO | | 0.00 | |
| supplierID | int(10) unsigned | NO | MUL | NULL | |
e i Fommm e +------ +----- +--mmm - e et +
6 rows in set (0.00 sec)

mysgl> SELECT x FROM products;

Output

o= F------ o oo - - o= +
| productID | code | productname | quantity | price | supplierID |
- +------ - - +-------- e i +
| 1 | IPH | Iphone 5S Gold | 300 | 625.00 | 501 |
| 2 | IPH | Iphone 5S Black | 8000 | 655.25 | 501 |
| 3 | IPH | Iphone 5S Blue | 2000 | 625.50 | 501 |
| 4 | SNY | Xperia Zz1 | 10000 | 555.48 | 501 |
| 5 | SNY | Xperia S [ 8000 | 400.49 | 501 |
- +------ - - - - +

5 rows in set (0.00 sec)
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mysqgl> UPDATE products SET supplierID = 502 WHERE productID = 1;

Output:
Query OK, 1 row affected (0.13 sec)
Rows matched: 1 Changed: 1 Warnings: 0

mysgl> SELECT * FROM products;

Output

o +------ oo o - oo +
| productID | code | productname | quantity | price | supplierID |
o= +------ Fommmm e Fommmm - oo oo +
| 1 | IPH | Iphone 5S Gold | 300 | 625.00 | 502 |
| 2 | IPH | Iphone 5S Black | 8000 | 655.25 | 501 |
| 3 | IPH | Iphone 5S Blue | 2000 | 625.50 | 501 |
| 4 | SNY | Xperia z1 \ 10000 | 555.48 | 501 |
| 5 | SNY | Xperia S \ 8000 | 400.49 | 501 |
o= +------ o Fo-mmmm - oo oo +

5 rows in set (0.00 sec)

4.13 SELECT with JOIN

SELECT command can be used to query and join data from two related tables.
For example, to list the product’s name (in products table) and supplier’s name (in
suppliers table), we could join the two tables using the two common supplierID
columns:

mysgl> SELECT products.productname, price, suppliers.name FROM

products JOIN suppliers ON products.supplierID
= suppliers.supplierID WHERE price < 650;

Output

+---mmmm - +-------- +----mmm - +
| productname | price | name |
+--mmm e +-------- +---mmmm - +

| Iphone 5S Gold | 625.00 | XYZ Company
| Iphone 5S Blue | 625.50 | ABC Traders
| Xperia Zz1 | 555.48 | ABC Traders
| Xperia S | 400.49 | ABC Traders

4 rows in set (0.00 sec)

Here we need to use products.name and suppliers.name to differentiate the two
“names.”

Join using WHERE clause (legacy method) is not recommended.
mysgl> SELECT products.productname, price, suppliers.name FROM

products, suppliers WHERE products.supplierID =
suppliers.supplierID AND price < 650;
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Output

+---mmmm - +-------- +----mmm - +
| productname | price | name |
+---mmm - +-------- +----mmm - +

| Iphone 5S Gold | 625.00 | XYZ Company |
| Iphone 5S Blue | 625.50 | ABC Traders |
| Xperia Z1 | 555.48 | ABC Traders |
| Xperia S | 400.49 | ABC Traders |

4 rows in set (0.00 sec)

In the above query result, two of the columns have the same heading “name.” We
could create aliases for headings. Let us use aliases for column names for display.

mysgl> SELECT products.productname AS ‘Product Name’, price,
suppliers.name AS ‘Supplier Name’ FROM products JOIN suppliers
ON products.supplierID = suppliers.supplierID WHERE price < 650;

Output

+---mmm e +-------- F--mmmm e +
| Product Name | price | Supplier Name |
+---mm e +-------- F--mmm - +

| Iphone 5S Gold | 625.00 | XYZ Company
| Iphone 5S Blue | 625.50 | ABC Traders
| Xperia Zz1 | 555.48 | ABC Traders
| Xperia S | 400.49 | ABC Traders

4 rows in set (0.00 sec)

5 Summary

The chapter describes the essential commands for creating, modifying, and querying
an RDBMS. Detailed descriptions and examples can be found in the list of books
and websites listed in the reference section (Elmasri and Navathe 2014; Hoffer
etal. 2011; MySQL using R 2018; MySQL using Python 2018). You can also refer
various websites such as w3schools.com/sql, sqlzoo.net (both accessed on Jan 15,
2019), which help you learn SQL in gamified console. The practice would help you
learn to query large databases, which is quite a nuisance.

Exercises

Ex. 3.1 Print list of all suppliers who do not keep stock for [Phone 5S Black.

Ex. 3.2 Find out the product that has the biggest inventory by value (i.e., the product
that has the highest value in terms of total inventory).

Ex. 3.3 Print the supplier name who maintains the largest inventory of products.


w3schools.com/sql
sqlzoo.net
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Ex. 3.4 Due to the launch of a newer model, prices of IPhones have gone down and
the inventory value has to be written down. Create a new column (new_price) where
price is marked down by 20% for all black- and gold-colored phones, whereas it has
to be marked down by 30% for the rest of the phones.

Ex. 3.5 Due to this recent markdown in prices (refer to Ex. 3.4), which supplier
takes the largest hit in terms of inventory value?
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Chapter 4 )
Big Data Management Qe

Peeyush Taori and Hemanth Kumar Dasararaju

1 Introduction

The twenty-first century is characterized by the digital revolution, and this revo-
lution is disrupting the way business decisions are made in every industry, be it
healthcare, life sciences, finance, insurance, education, entertainment, retail, etc.
The Digital Revolution, also known as the Third Industrial Revolution, started in
the 1980s and sparked the advancement and evolution of technology from analog
electronic and mechanical devices to the shape of technology in the form of machine
learning and artificial intelligence today. Today, people across the world interact
and share information in various forms such as content, images, or videos through
various social media platforms such as Facebook, Twitter, LinkedIn, and YouTube.
Also, the twenty-first century has witnessed the adoption of handheld devices and
wearable devices at a rapid rate. The types of devices we use today, be it controllers
or sensors that are used across various industrial applications or in the household
or for personal usage, are generating data at an alarming rate. The huge amounts of
data generated today are often termed big data. We have ushered in an age of big
data-driven analytics where big data does not only drive decision-making for firms
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but also impacts the way we use services in our daily lives. A few statistics below
help provide a perspective on how much data pervades our lives today:
Prevalence of big data:

* The total amount of data generated by mankind is 2.7 Zeta bytes, and it continues
to grow at an exponential rate.
* In terms of digital transactions, according to an estimate by IDC, we shall soon
be conducting nearly 450 billion transactions per day.
» Facebook analyzes 30+ peta bytes of user generated data every day.
(Source: https://www.waterfordtechnologies.com/big-data-interesting-facts/,
accessed on Aug 10, 2018.)

With so much data around us, it is only natural to envisage that big data holds
tremendous value for businesses, firms, and society as a whole. While the potential
is huge, the challenges that big data analytics faces are also unique in their own
respect. Because of the sheer size and velocity of data involved, we cannot use
traditional computing methods to unlock big data value. This unique challenge has
led to the emergence of big data systems that can handle data at a massive scale. This
chapter builds on the concepts of big data—it tries to answer what really constitutes
big data and focuses on some of big data tools. In this chapter, we discuss the basics
of big data tools such as Hadoop, Spark, and the surrounding ecosystem.

2 Big Data: What and Why?

2.1 Elements of Big Data

We live in a digital world where data continues to grow at an exponential pace
because of ever-increasing usage of Internet, sensors, and other connected devices.
The amount of data' that organizations generate today is exponentially more than

INote: When we say large datasets that means data size ranging from petabytes to exabytes and
more. Please note that 1 byte = 8 bits

Metric Value

Byte (B) 20 =1 byte
Kilobyte (KB) | 2'0 bytes
Megabyte (MB) | 220 bytes
Gigabyte (GB) | 2°0 bytes
Terabyte (TB) 240 bytes
Petabyte (PB) 250 bytes
Exabyte (EB) | 2% bytes
Zettabyte (ZB) | 270 bytes
Yottabyte (YB) | 280 bytes


https://www.waterfordtechnologies.com/big-data-interesting-facts/
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what we were generating collectively even a few years ago. Unfortunately, the term
big data is used colloquially to describe a vast variety of data that is being generated.

When we describe traditional data, we tend to put it into three categories:
structured, unstructured, and semi-structured. Structured data is highly organized
information that can be easily stored in a spreadsheet or table using rows and
columns. Any data that we capture in a spreadsheet with clearly defined columns and
their corresponding values in rows is an example of structured data. Unstructured
data may have its own internal structure. It does not conform to the standards of
structured data where you define the field name and its type. Video files, audio files,
pictures, and text are best examples of unstructured data. Semi-structured data tends
to fall in between the two categories mentioned above. There is generally a loose
structure defined for data of this type, but we cannot define stringent rules like we do
for storing structured data. Prime examples of semi-structured data are log files and
Internet of Things (IoT) data generated from a wide range of sensors and devices,
e.g., aclickstream log from an e-commerce website that gives you details about date
and time of classes/objects that are being instantiated, IP address of the user where
he is doing transaction from, etc. But, in order to analyze the information, we need
to process the data to extract useful information into a structured format.

2.2 Characteristics of Big Data

In order to put a structure to big data, we describe big data as having four
characteristics: volume, velocity, variety, and veracity. The infographic in Fig. 4.1
provides an overview through example.

T ek e Sk e, Yt St S, (5. B, W, WP S !BM

Fig. 4.1 Characteristics of big data. (Source: http://www.ibmbigdatahub.com/sites/default/files/
infographic_file/4- Vs-of-big-data.jpg (accessed on Aug 9, 2018))


http://www.ibmbigdatahub.com/sites/default/files/infographic_file/4-Vs-of-big-data.jpg
http://www.ibmbigdatahub.com/sites/default/files/infographic_file/4-Vs-of-big-data.jpg
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We discuss each of the four characteristics briefly (also shown in Fig. 4.2):

. Volume: It is the amount of the overall data that is already generated (by either
individuals or companies). The Internet alone generates huge amounts of data.
It is estimated that the Internet has around 14.3 trillion live web pages, which
amounts to 672 exabytes of accessible data.

. Variety: Data is generated from different types of sources that are internal and
external to the organization such as social and behavioral and also comes in
different formats such as structured, unstructured (analog data, GPS tracking
information, and audio/video streams), and semi-structured data—XML, Email,
and EDI.

. Velocity: Velocity simply states the rate at which organizations and individuals
are generating data in the world today. For example, a study reveals that videos
that are 400 hours of duration are uploaded onto YouTube every minute.’

. Veracity: It describes the uncertainty inherent in the data, whether the obtained
data is correct or consistent. It is very rare that data presents itself in a form that
is ready to consume. Considerable effort goes into processing of data especially
when it is unstructured or semi-structured.

Data Velocity

Real Time

Data Variety

Fig. 4.2 Examples to understand big data characteristics. (Source: https://velvetchainsaw.com/

2012/07/20/three- vs-of-big-data-as-applied-conferences/ (accessed on Aug 10, 2018))

Zhttps://www.iste.org/explore/articleDetail 2articleid=204 (accessed on Aug 9, 2018).

3https://www.statista.com/statistics/259477/hours-of - video-uploaded- to- youtube-every-minute/
(accessed on Aug 9, 2018).
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2.3 Why Process Big Data?

Processing big data for analytical purposes adds tremendous value to organizations
because it helps in making decisions that are data driven. In today’s world,
organizations tend to perceive the value of big data in two different ways:

1. Analytical usage of data: Organizations process big data to extract relevant
information to a field of study. This relevant information then can be used to
make decisions for the future. Organizations use techniques like data mining,
predictive analytics, and forecasting to get timely and accurate insights that help
to make the best possible decisions. For example, we can provide online shoppers
with product recommendations that have been derived by studying the products
viewed and bought by them in the past. These recommendations help customers
find what they need quickly and also increase the retailer’s profitability.

2. Enable new product development: The recent successful startups are a great
example of leveraging big data analytics for new product enablement. Companies
such as Uber or Facebook use big data analytics to provide personalized services
to its customers in real time.

Uber is a taxi booking service that allows users to quickly book cab rides
from their smartphones by using a simple app. Business operations of Uber are
heavily reliant on big data analytics and leveraging insights in a more effective
way. When passengers request for a ride, Uber can instantly match the request
with the most suitable drivers either located in nearby area or going toward the
area where the taxi service is requested. Fares are calculated automatically, GPS
is used to determine the best possible route to avoid traffic and the time taken
for the journey using proprietary algorithms that make adjustments based on the
time that the journey might take.

2.4 Some Applications of Big Data Analytics

In today’s world, every business and industry is affected by, and benefits from, big
data analytics in multiple ways. The growth in the excitement about big data is
evident everywhere. A number of actively developed technological projects focus on
big data solutions and a number of firms have come into business that focus solely
on providing big data solutions to organizations. Big data technology has evolved
to become one of the most sought-after technological areas by organizations as they
try to put together teams of individuals who can unlock the value inherent in big
data. We highlight a couple of use cases to understand the applications of big data
analytics.

1. Customer Analytics in the Retail industry
Retailers, especially those with large outlets across the country, generate
huge amount of data in a variety of formats from various sources such as POS
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transactions, billing details, loyalty programs, and CRM systems. This data
needs to be organized and analyzed in a systematic manner to derive meaningful
insights. Customers can be segmented based on their buying patterns and spend
at every transaction. Marketers can use this information for creating personalized
promotions. Organizations can also combine transaction data with customer
preferences and market trends to understand the increase or decrease in demand
for different products across regions. This information helps organizations to
determine the inventory level and make price adjustments.
. Fraudulent claims detection in Insurance industry

In industries like banking, insurance, and healthcare, fraudulent transactions
are mostly to do with monetary transactions, those that are not caught might
cause huge expenses and lead to loss of reputation to a firm. Prior to the advent of
big data analytics, many insurance firms identified fraudulent transactions using
statistical methods/models. However, these models have many limitations and
can prevent fraud up to limited extent because model building can happen only
on sample data. Big data analytics enables the analyst to overcome the issue
with volumes of data—insurers can combine internal claim data with social data
and other publicly available data like bank statements, criminal records, and
medical bills of customers to better understand consumer behavior and identify

any suspicious behavior.

3 Big Data Technologies

Big data requires different means of processing such voluminous, varied, and
scattered data compared to that of traditional data storage and processing systems
like RDBMS (relational database management systems), which are good at storing,
processing, and analyzing structured data only. Table 4.1 depicts how traditional

RDBMS differs from big data systems.

Table 4.1 Big data systems vs traditional RDBMS

RDBMS

These systems are best at processing structured
data. Semi-structured and unstructured data like
photos, videos, and messages posted on Social
Media cannot be processed by RDBMS

These systems are very efficient in handling
small amounts of data (up to GBs to TB).
Becomes less suitable and inefficient for data in
the range of TBs or PBs

Cannot handle the speed with which data
arrives on sites such as Amazon and Facebook.
The performance of these systems degrades as
the velocity of data increases

Big data systems

These systems have the capability to handle
a diverse variety of data (structured,
semi-structured, and unstructured data)

These systems are optimized to handle large
volumes of data. These systems are used
where the amount of data created every day
is huge. Example—Facebook, Twitter
Since these systems use a distributed
computing architecture, they can easily
handle high data velocities
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There are a number of technologies that are used to handle, process, and analyze
big data. Of them the ones that are most effective and popular are distributed
computing and parallel computing for big data, Hadoop for big data, and big data
cloud. In the remainder of the chapter, we focus on Hadoop but also briefly visit the
concepts of distributed and parallel computing and big data cloud.

Distributed Computing and Parallel Computing

Loosely speaking, distributed computing is the idea of dividing a problem
into multiple parts, each of which is operated upon by an individual machine or
computer. A key challenge in making distributed computing work is to ensure
that individual computers can communicate and coordinate their tasks. Similarly,
in parallel computing we try to improve the processing capability of a computer
system. This can be achieved by adding additional computational resources that
run parallel to each other to handle complex computations. If we combine the
concepts of both distributed and parallel computing together, the cluster of machines
will behave like a single powerful computer. Although the ideas are simple, there
are several challenges underlying distributed and parallel computing. We underline
them below.

Distributed Computing and Parallel Computing Limitations and Chal-
lenges

*  Multiple failure points: If a single computer fails, and if other machines cannot
reconfigure themselves in the event of failure then this can lead to overall system
going down.

e Latency: It is the aggregated delay in the system because of delays in the
completion of individual tasks. This leads to slowdown in system performance.

e Security: Unless handled properly, there are higher chances of an unauthorized
user access on distributed systems.

* Software: The software used for distributed computing is complex, hard to
develop, expensive, and requires specialized skill set. This makes it harder
for every organization to deploy distributed computing software in their
infrastructure.

3.1 Hadoop for Big Data

In order to overcome some of the issues that plagued distributed systems, companies
worked on coming up with solutions that would be easier to deploy, develop, and
maintain. The result of such an effort was Hadoop—the first open source big data
platform that is mature and has widespread usage. Hadoop was created by Doug
Cutting at Yahoo!, and derives its roots directly from the Google File System (GFS)
and MapReduce Programming for using distributed computing.

Earlier, while using distributed environments for processing huge volumes of
data, multiple nodes in a cluster could not always cooperate within a communication
system, thus creating a lot of scope for errors. The Hadoop platform provided
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an improved programming model to overcome this challenge and for making
distributed systems run efficiently. Some of the key features of Hadoop are its
ability to store and process huge amount of data, quick computing, scalability, fault
tolerance, and very low cost (mostly because of its usage of commodity hardware
for computing).

Rather than a single piece of software, Hadoop is actually a collection of
individual components that attempt to solve core problems of big data analytics—
storage, processing, and monitoring. In terms of core components, Hadoop has
Hadoop Distributed File System (HDFS) for file storage to store large amounts of
data, MapReduce for processing the data stored in HDFS in parallel, and a resource
manager known as Yet Another Resource Negotiator (YARN) for ensuring proper
allocation of resources. In addition to these components, the ecosystem of Hadoop
also boasts of a number of open source projects that have now come under the ambit
of Hadoop and make big data analysis simpler. Hadoop supports many other file
systems along with HDFS such as Amazon S3, CloudStore, IBM’s General Parallel
File System, ParaScale FS, and IBRIX Fusion FS.

Below are few important terminologies that one should be familiar with before
getting into Hadoop ecosystem architecture and characteristics.

e Cluster: A cluster is nothing but a collection of individual computers intercon-
nected via a network. The individual computers work together to give users an
impression of one large system.

* Node: Individual computers in the network are referred to as nodes. Each node
has pieces of Hadoop software installed to perform storage and computation
tasks.

* Master—slave architecture: Computers in a cluster are connected in a master—
slave configuration. There is typically one master machine that is tasked with
the responsibility of allocating storage and computing duties to individual slave
machines.

* Master node: It is typically an individual machine in the cluster that is tasked
with the responsibility of allocating storage and computing duties to individual
slave machines.

* DataNode: DataNodes are individual slave machines that store actual data and
perform computational tasks as and when the master node directs them to do so.

* Distributed computing: The idea of distributed computing is to execute a program
across multiple machines, each one of which will operate on the data that resides
on the machine.

* Distributed File System: As the name suggests, it is a file system that is
responsible for breaking a large data file into small chunks that are then stored
on individual machines.

Additionally, Hadoop has in-built salient features such as scaling, fault tolerance,
and rebalancing. We describe them briefly below.

e Scaling: At a technology front, organizations require a platform to scale up to
handle the rapidly increasing data volumes and also need a scalability extension
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for existing IT systems in content management, warehousing, and archiving.
Hadoop can easily scale as the volume of data grows, thus circumventing the
size limitations of traditional computational systems.

» Fault tolerance: To ensure business continuity, fault tolerance is needed to ensure
that there is no loss of data or computational ability in the event of individual
node failures. Hadoop provides excellent fault tolerance by allocating the tasks
to other machines in case an individual machine is not available.

* Rebalancing: As the name suggests, Hadoop tries to evenly distribute data among
the connected systems so that no particular system is overworked or is lying idle.

3.2 Hadoop Ecosystem

As we mentioned earlier, in addition to the core components, Hadoop has a large
ecosystem of individual projects that make big data analysis easier and more
efficient. While there are a large number of projects built around Hadoop, there
are a few that have gained prominence in terms of industry usage. Such key projects
in Hadoop ecosystem are outlined in Fig. 4.3.

(Distributed File System)

Oozi
(Wo‘:lf;leow Flume Zookeeper
Monitoring) (Monitoring) (Management)

Hive Pig (:quz:IJS
(sat) (Data Flow) Connector)
LT T (ClusterYgRR":esource

(Cluster Management)

Management)
HDFS HBase

(Column DB Storage)

Data Management

Data Access

Data Processing

Data Storage

Fig. 4.3 Hadoop ecosystem
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We provide a brief description of each of these projects below (with the exception
of HDFS, MapReduce, and YARN that we discuss in more detail later).

HBase: HBASE is an open source NoSql database that leverages HDFS.
Some examples of NoSql databases are HBASE, Cassandra, and AmazonDB.
The main properties of HBase are strongly consistent read and write, Auto-
matic sharding (rows of data are automatically split and stored across multiple
machines so that no single machine has the burden of storing entire dataset.
It also enables fast searching and retrieval as a search query does not have
to be performed over entire dataset, and can rather be done on the machine
that contains specific data rows), Automatic Region Server failover (feature that
enables high availability of data at all times. If a particular region’s server goes
down, the data is still made available through replica servers), and Hadoop/HDFS
Integration. It supports parallel processing via MapReduce and has an easy to
use APL

Hive: While Hadoop is a great platform for big data analytics, a large num-
ber of business users have limited knowledge of programming, and this can
become a hindrance in widespread adoption of big data platforms such as Hadoop.
Hive overcomes this limitation, and is a platform to write SQL-type scripts that
can be run on Hadoop. Hive provides an SQL-like interface and data ware-
house infrastructure to Hadoop that helps users carry out analytics on big data
by writing SQL queries known as Hive queries. Hive Query execution hap-
pens via MapReduce—the Hive interpreter converts the query to MapReduce
format.

Pig: It is a procedural language platform used to develop Shell-script-type
programs for MapReduce operations. Rather than writing MapReduce programs,
which can become cumbersome for nontrivial tasks, users can do data processing
by writing individual commands (similar to scripts) by using a language known as
Pig Latin. Pig Latin is a data flow language, Pig translates the Pig Latin script into
MapReduce, which can then execute within Hadoop.

Sqgoop: The primary purpose of Sqoop is to facilitate data transfer between
Hadoop and relational databases such as MySQL. Using Sqoop users can import
data from relational databases to Hadoop and also can export data from Hadoop
to relational databases. It has a simple command-line interface for transforming
data between relational databases and Hadoop, and also supports incremental
import.

Oozie: In simple terms, Oozie is a workflow scheduler for managing Hadoop
jobs. Its primary job is to combine multiple jobs or tasks in a single unit of workflow.
This provides users with ease of access and comfort in scheduling and running
multiple jobs.

With a brief overview of multiple components of Hadoop ecosystem, let us
now focus our attention on understanding the Hadoop architecture and its core
components.



4 Big Data Management 81

Fig. 4.4 Components of
Hadoop architecture
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3.3 Hadoop Architecture

At its core, Hadoop is a platform that primarily comprises three components to
solve each of the core problems of big data analytics—storage, processing, and
monitoring. To solve the data storage problem, Hadoop provides the Hadoop
Distributed File System (HDFS). HDFS stores huge amounts of data by dividing
it into small chunks and storing across multiple machines. HDFS attains reliability
by replicating the data over multiple hosts. For the computing problem, Hadoop
provides MapReduce, a parallel computing framework that divides a computing
problem across multiple machines where each machine runs the program on the data
that resides on the machine. Finally, in order to ensure that different components
are working together in a seamless manner, Hadoop makes use of a monitoring
mechanism known as Yet Another Resource Negotiator (YARN). YARN is a cluster
resource management system to improve scheduling and to link to high-level
applications.
The three primary components are shown in Fig. 4.4.

3.4 HDFS (Hadoop Distributed File System)

HDFS provides a fault-tolerant distributed file storage system that can run on
commodity hardware and does not require specialized and expensive hardware. At
its very core, HDFS is a hierarchical file system where data is stored in directories.
It uses a master—slave architecture wherein one of the machines in the cluster is the
master and the rest are slaves. The master manages the data and the slaves whereas
the slaves service the read/write requests. The HDFS is tuned to efficiently handle
large files. It is also a favorable file system for Write-once Read-many (WORM)
applications.

HDEFS functions on a master—slave architecture. The Master node is also referred
to as the NameNode. The slave nodes are referred to as the DataNodes. At any given
time, multiple copies of data are stored in order to ensure data availability in the
event of node failure. The number of copies to be stored is specified by replication
factor. The architecture of HDFS is specified in Fig. 4.5.
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HDFS Architecture
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Fig. 4.5 Hadoop architecture (inspired from Hadoop architecture available on https://technocents.
files.wordpress.com/2014/04/hdfs-architecture.png (accessed on Aug 10, 2018))
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The NameNode maintains HDFS metadata and the DataNodes store the actual
data. When a client requests folders/records access, the NameNode validates the
request and instructs the DataNodes to provide the information accordingly. Let us
understand this better with the help of an example.

Suppose we want to store a 350 MB file into the HDFS. The following steps
illustrate how it is actually done (refer Fig. 4.6):

(a) The file is split into blocks of equal size. The block size is decided during the
formation of the cluster. The block size is usually 64 MB or 128 MB. Thus, our
file will be split into three blocks (Assuming block size = 128 MB).


https://technocents.files.wordpress.com/2014/04/hdfs-architecture.png
https://technocents.files.wordpress.com/2014/04/hdfs-architecture.png
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(b) Each block is replicated depending on the replication factor. Assuming the
factor to be 3, the total number of blocks will become 9.

(c) The three copies of the first block will then be distributed among the DataNodes
(based on the block placement policy which is explained later) and stored.

BiR1

Similarly, the other blocks are also stored in the DataNodes.

Figure 4.7 represents the storage of blocks in the DataNodes. Nodes 1 and 2
are part of Rackl. Nodes 3 and 4 are part of Rack2. A rack is nothing but a
collection of data nodes connected to each other. Machines connected in a node
have faster access to each other as compared to machines connected across different
nodes. The block replication is in accordance with the block placement policy. The
decisions pertaining to which block is stored in which DataNode is taken by the
NameNode.

The major functionalities of the NameNode and the DataNode are as follows:

NameNode Functions:

» It is the interface to all files read/write requests by clients.

* Manages the file system namespace. Namespace is responsible for maintaining a
list of all files and directories in the cluster. It contains all metadata information
associated with various data blocks, and is also responsible for maintaining a list
of all data blocks and the nodes they are stored on.

* Perform typical operations associated with a file system such as file open/close,
renaming directories and so on.

* Determines which blocks of data to be stored on which DataNodes.

Secondary NameNode Functions:

» Keeps snapshots of NameNode and at the time of failure of NameNode the
secondary NameNode replaces the primary NameNode.

e It takes snapshots of primary NameNode information after a regular interval
of time, and saves the snapshot in directories. These snapshots are known as
checkpoints, and can be used in place of primary NameNode to restart in case if
it fails.
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DataNode Functions:

¢ DataNodes are the actual machines that store data and take care of read/write
requests from clients.

e DataNodes are responsible for the creation, replication, and deletion of data
blocks. These operations are performed by the DataNode only upon direction
from the NameNode.

Now that we have discussed how Hadoop solves the storage problem associated
with big data, it is time to discuss how Hadoop performs parallel operations on the
data that is stored across multiple machines. The module in Hadoop that takes care
of computing is known as MapReduce.

3.5 MapReduce

MapReduce is a programming framework for analyzing datasets in HDFS. In
addition to being responsible for executing the code that users have written, MapRe-
duce provides certain important features such as parallelization and distribution,
monitoring, and fault tolerance. MapReduce is highly scalable and can scale to
multi-terabyte datasets.

MapReduce performs computation by dividing a computing problem in two
separate phases, map and reduce. In the map phase, DataNodes run the code
associated with the mapper on the data that is contained in respective machines.
Once all mappers have finished running, MapReduce then sorts and shuffle the data
and finally the reducer phase carries out a run that combines or aggregates the data
via user-given-logic. Computations are expressed as a sequence of distributed tasks
on key—value pairs. Users generally have to implement two interfaces. Map (in-key,
in-value) — (out-key, intermediate-value) list, Reduce (out-key, intermediate-value)
list — out-value list.

The reason we divide a programming problem into two phases (map and reduce)
is not immediately apparent. It is in fact a bit counterintuitive to think of a
programming problem in terms of map and reduce phases. However, there is a
good reason why programming in Hadoop is implemented in this manner. Big data
is generally distributed across hundreds/thousands of machines and it is a general
requirement to process the data in reasonable time. In order to achieve this, it is
better to distribute the program across multiple machines that run independently.
This distribution implies parallel computing since the same tasks are performed on
each machine, but with a different dataset. This is also known as a shared-nothing
architecture. MapReduce is suited for parallel computing because of its shared-
nothing architecture, that is, tasks have no dependence on one other. A MapReduce
program can be written using JAVA, Python, C++-, and several other programming
languages.
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MapReduce Principles
There are certain principles on which MapReduce programming is based. The
salient principles of MapReduce programming are:

* Move code to data—Rather than moving data to code, as is done in traditional
programming applications, in MapReduce we move code to data. By moving
code to data, Hadoop MapReduce removes the overhead of data transfer.

* Allow programs to scale transparently—MapReduce computations are executed
in such a way that there is no data overload—allowing programs to scale.

e Abstract away fault tolerance, synchronization, etc.—Hadoop MapReduce
implementation handles everything, allowing the developers to build only the
computation logic.

Figure 4.8 illustrates the overall flow of a MapReduce program.
MapReduce Functionality
Below are the MapReduce components and their functionality in brief:

e Master (Job Tracker): Coordinates all MapReduce tasks; manages job queues
and scheduling; monitors and controls task trackers; uses checkpoints to combat
failures.

» Slaves (Task Trackers): Execute individual map/reduce tasks assigned by Job
Tracker; write information to local disk (not HDES).

High Level Overview Map Reduce Flow

-
Data Store 1

h 4 Map
— / l \
/ l [Key 2, Values) (Key 2, Values) (Key 2, Values)
(Key 1, Values) [Key 1, Values) [Key 1, Values)
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(Key 1, (Key 3,
Intermediate (Key2, Intermediate
Values) Intermediate

Values)

Values)

Final Key 1, Values] Final K . Val
i y ey} (Final Key 2, Values) (FinalKay 3, Valuas}

Fig. 4.8 MapReduce program flow. (Source: https://www.slideshare.net/acmvnit/hadoop-map-
reduce (accessed on Aug 10, 2018))
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e Job: A complete program that executes the Mapper and Reducer on the entire
dataset.

e Task: A localized unit that executes code on the data that resides on the local
machine. Multiple tasks comprise a job.

Let us understand this in more detail with the help of an example. In the following
example, we are interested in doing the word count for a large amount of text using
MapReduce. Before actually implementing the code, let us focus on the pseudo
logic for the program. It is important for us to think of a programming problem in
terms of MapReduce, that is, a mapper and a reducer. Both mapper and reducer take
(key,value) as input and provide (key,value) pairs as output. In terms of mapper,
a mapper program could simply take each word as input and provide as output a
(key,value) pair of the form (word,1). This code would be run on all machines that
have the text stored on which we want to run word count. Once all the mappers
have finished running, each one of them will produce outputs of the form specified
above. After that, an automatic shuffle and sort phase will kick in that will take all
(key,value) pairs with same key and pass it to a single machine (or reducer). The
reason this is done is because it will ensure that the aggregation happens on the
entire dataset with a unique key. Imagine that we want to count word count of all
word occurrences where the word is “Hello.” The only way this can be ensured is
that if all occurrences of (“Hello,” 1) are passed to a single reducer. Once the reducer
receives input, it will then kick in and for all values with the same key, it will sum
up the values, that is, 1,1,1, and so on. Finally, the output would be (key, sum) for
each unique key.

Let us now implement this in terms of pseudo logic:

Program: Word Count Occurrences
Pseudo code:

input-key: document name
input-value: document content
Map (input-key, input-value)
For each word w in input-value
produce (w, 1)
output-key: a word
output-values: a list of counts
Reduce (output-key, values-list);
int result=0;
for each v in values-list;
result+=v;
produce (output-key, result);

Now let us see how the pseudo code works with a detailed program (Fig. 4.9).

Hands-on Exercise:

For the purpose of this example, we make use of Cloudera Virtual Machine
(VM) distributable to demonstrate different hands-on exercises. You can download
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Fig. 4.9 MapReduce functionality example

a free copy of Cloudera VM from Cloudera website* and it comes prepackaged with
Hadoop. When you launch Cloudera VM the first time, close the Internet browser
and you will see the desktop that looks like Fig. 4.10.

This is a simulated Linux computer, which we can use as a controlled envi-
ronment to experiment with Python, Hadoop, and some other big data tools. The
platform is CentOS Linux, which is related to RedHat Linux. Cloudera is one major
distributor of Hadoop. Others include Hortonworks, MapR, IBM, and Teradata.

Once you have launched Cloudera, open the command-line terminal from the
menu (Fig. 4.11): Accessories — System Tools — Terminal

At the command prompt, you can enter Unix commands and hit ENTER to
execute them one at a time. We assume that the reader is familiar with basic Unix
commands or is able to read up about them in tutorials on the web. The prompt itself
may give you some helpful information.

A version of Python is already installed in this virtual machine. In order to
determine version information, type the following:

python -V

In the current example, it is Python 2.6.6. In order to launch Python, type
“python” by itself to open the interactive interpreter (Fig. 4.12).

Here you can type one-line Python commands and immediately get the results.
Try:

print (“hello world”)

Type quit () when you want to exit the Python interpreter.

The other main way to use Python is to write code and save it in a text file with a
“.py” suffix.

Here is a little program that will count the words in a text file (Fig. 4.13).

After writing and saving this file as “wordcount.py”, do the following to make it
an executable program:

“https://www.cloudera.com/downloads/quickstart_vms/5-13.html (accessed on Aug 10, 2018).
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Fig. 4.10 Cloudera VM interface

chmod a+x wordcount.py

Now, you will need a file of text. You can make one quickly by dumping the
“help” text of a program you are interested in:

hadoop --help > hadoophelp.txt
To pipe your file into the word count program, use the following:

cat hadoophelp.txt | ./wordcount.py

The “./” is necessary here. It means that wordcount.py is located in your current
working directory.

Now make a slightly longer pipeline so that you can sort it and read it all on one
screen at a time:

cat hadoophelp.txt | ./wordcount.py | sort | less

With the above program we got an idea how to use python programming scripts.
Now let us implement the code we have discussed earlier using MapReduce.
We implement a Map Program and a Reduce program. In order to do this, we will
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Fig. 4.11 Command line terminal on Cloudera VM

need to make use of a utility that comes with Hadoop—Hadoop Streaming. Hadoop
streaming is a utility that comes packaged with the Hadoop distribution and allows
MapReduce jobs to be created with any executable as the mapper and/or the reducer.
The Hadoop streaming utility enables Python, shell scripts, or any other language to
be used as a mapper, reducer, or both. The Mapper and Reducer are both executables
that read input, line by line, from the standard input (stdin), and write output to the
standard output (stdout). The Hadoop streaming utility creates a MapReduce job,
submits the job to the cluster, and monitors its progress until it is complete. When the
mapper is initialized, each map task launches the specified executable as a separate
process. The mapper reads the input file and presents each line to the executable
via stdin. After the executable processes each line of input, the mapper collects the
output from stdout and converts each line to a key—value pair. The key consists of
the part of the line before the first tab character, and the value consists of the part
of the line after the first tab character. If a line contains no tab character, the entire
line is considered the key and the value is null. When the reducer is initialized, each
reduce task launches the specified executable as a separate process. The reducer
converts the input key—value pair to lines that are presented to the executable via
stdin. The reducer collects the executables result from stdout and converts each line
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to a key—value pair. Similar to the mapper, the executable specifies key—value pairs
by separating the key and value by a tab character.

A Python Example:

To demonstrate how the Hadoop streaming utility can run Python as a MapRe-
duce application on a Hadoop cluster, the WordCount application can be imple-
mented as two Python programs: mapper.py and reducer.py. The code in mapper.py
is the Python program that implements the logic in the map phase of WordCount.
It reads data from stdin, splits the lines into words, and outputs each word with its
intermediate count to stdout. The code below implements the logic in mapper.py.

Example mapper.py:

#!/usr/bin/env python
#!/usr/bin/ python
import sys
# Read each line from stdin
for line in sys.stdin:
# Get the words in each line
words = line.split ()

# Generate the count for each word
for word in words:



4 Big Data Management 91

) @ [}, satMar12,20:13 cloudera

={}

irifor line in sys.stdin:
words = line.split()
for word in words:
if word in wordcounts:
wordcounts[word] += 1
else:
Miarate wordcounts[word) = 1

for key in wordcounts:
print '{o}\t{1}'.format(key,wordcounts[key])

17 1i ]
Get Help Writeout Read File Prev Page Cut Text
Exit Justify Where Is Next Page

i cloudera@quickstart: ~ ]

e
B EHF DG E retc

Fig. 4.13 Program to count words in a text file

# Write the key-value pair to stdout to be processed by

# the reducer.

# The key is anything before the first tab character and the
#value is anything after the first tab character.

print ‘{o}\t{1}’.format (word, 1)

Once you have saved the above code in mapper.py, change the permissions of the
file by issuing

chmod a+x mapper2.py

Finally, type the following. This will serve as our input. “echo” command below
simply prints on screen what input has been provided to it. In this case, it will print
“jack be nimble jack be quick”

echo “jack be nimble jack be quick”
In the next line, we pass this input to our mapper program
echo “jack be nimble jack be quick”|./mapper.py
Next, we issue the sort command to do sorting.

echo “jack be nimble jack be quick”|./mapper2.py|sort



92 P. Taori and H. K. Dasararaju

This is the way Hadoop streaming gives output to reducer.

The code in reducer.py is the Python program that implements the logic in the
reduce phase of WordCount. It reads the results of mapper.py from stdin, sums the
occurrences of each word, and writes the result to stdout. The code in the example
implements the logic in reducer.py.

Example reducer.py:

#!/usr/bin/ python

import sys

curr_word = None

curr_count = 0

# Process each key-value pair from the mapper

for line in sys.stdin:
# Get the key and value from the current line

word, count = line.split(’\t’)
# Convert the count to an int
count = int (count)

# If the current word is the same as the previous word,
# increment its count, otherwise print the words count
# to stdout

if word == curr word:
curr_count += count
else:

# Write word and its number of occurrences as a key-value
# pair to stdout
if curr word:

print ‘{o}\t{1}’.format (curr word, curr count)

curr_word = word

curr_count = count
# Output the count for the last word
if curr word == word:

print ‘{0o}\t{1}’.format (curr word, curr count)

Finally, to mimic overall functionality of MapReduce program, issue the follow-
ing command:

echo “jack be nimble jack be quick”|./mapper2.py|sort|reducer2.py

Before attempting to execute the code, ensure that the mapper.py and reducer.py
files have execution permission. The following command will enable this for both
files:

chmod a+x mapper.py reducer.py

Also ensure that the first line of each file contains the proper path to Python.
This line enables mapper.py and reducer.py to execute as stand-alone executables.
The value #! /usr/bin/env python should work for most systems, but if it does not,
replace /usr/bin/env python with the path to the Python executable on your system.

To test the Python programs locally before running them as a MapReduce job,
they can be run from within the shell using the echo and sort commands. It is highly
recommended to test all programs locally before running them across a Hadoop
cluster.
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$ echo ’'jack be nimble jack be quick’ | ./mapper.py

| sort -t 1 | ./reducer.py

be 2

jack 2

nimble 1

quick 1

echo “jack be nimble jack be quick” | python mapper.py
| sort | python reducer.py

Once the mapper and reducer programs are executing successfully against tests,
they can be run as a MapReduce application using the Hadoop streaming utility.
The command to run the Python programs mapper.py and reducer.py on a Hadoop
cluster is as follows:

/usr/bin/hadoop jar /usr/lib/hadoop-mapreduce/
hadoop-streaming.jar -files mapper.py,reducer.py -mapper
mapper.py -reducer reducer.py -input /frost.txt -output /output

You can observe the output using the following command:

hdfs dfs -1ls /output

hdfs dfs -cat /output/part-0000

The output above can be interpreted as follows:

‘part-oocoo’ file mentions that this is the text output of first
reducer in the MapReduce system. If there were multiple
reducers in action, then we would see output such as
‘part-0000’, ‘part-0001’, ‘part-0002’ and so on. Each such
file is simply a text file, where each observation in the text
file contains a key, value pair.

The options used with the Hadoop streaming utility are listed in Table 4.2.

A key challenge in MapReduce programming is thinking about a problem in
terms of map and reduce steps. Most of us are not trained to think naturally in
terms of MapReduce problems. In order to gain more familiarity with MapReduce
programming, exercises provided at the end of the chapter help in developing the
discipline.

Now that we have covered MapReduce programming, let us now move to the
final core component of Hadoop—the resource manager or YARN.

Table 4.2 Hadoop stream utility options

Option Description

-files A command-separated list of files to be copied to the MapReduce cluster
-mapper The command to be run as the mapper

-reducer The command to be run as the reducer

-input The DFS input path for the Map step

-output The DFS output directory for the Reduce step
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3.6 YARN

YARN (Yet Another Resource Negotiator) is a cluster resource management system
for Hadoop. While it shipped as an integrated module in the original version of
Hadoop, it was introduced as a separate module starting with Hadoop 2.0 to provide
modularity and better resource management. It creates link between high-level
applications (Spark, HBase, Hive, etc.) and HDFS environment and ensuring proper
allocation of resources. It allows for running several different frameworks on the
same hardware where Hadoop is deployed.
The main components in YARN are the following:

» Resource manager (one per cluster): Responsible for tracking the resources in a
cluster, and scheduling applications.

* Node manager (one per every node): Responsible to monitor nodes and contain-
ers (slot analogue in MapReduce 1) resources such as CPU, memory, disk space,
and network. It also collects log data and reports that information to the Resource
Manager.

* Application master: It runs as a separate process on each slave node. It is
responsible for sending heartbeats—short pings after a certain time period—to
the resource manager. The heartbeats notify the resource manager about the status
of each data node (Fig. 4.14).

Container

Status of MapReduce ————*

Submission of Job ~ ---oeeee- *
Status of Node e b " Container Container
Request for Resources — — — —»

Fig. 4.14 Apache Hadoop YARN Architecture. (Source: https://data-flair.training/blogs/hadoop-
yarn-tutorial/ (accessed on Aug 10, 2018))
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Whenever a client requests the Resource Manager to run application, the
Resource Manager in turn requests Node Managers to allocate a container for
creating Application Master Instance on available (which has enough resources)
node. When the Application Master Instance runs, it itself sends messages to
Resource Manager and manages application.

3.7 Spark

In the previous sections, we have focused solely on Hadoop, one of the first and
most widely used big data solutions. Hadoop was introduced to the world in 2005
and it quickly captured attention of organizations and individuals because of the
relative simplicity it offered for doing big data processing. Hadoop was primarily
designed for batch processing applications, and it performed a great job at that.
While Hadoop was very good with sequential data processing, users quickly started
realizing some of the key limitations of Hadoop. Two primary limitations were
difficulty in programming, and limited ability to do anything other than sequential
data processing.

In terms of programming, although Hadoop greatly simplified the process of
allocating resources and monitoring a cluster, somebody still had to write programs
in the MapReduce framework that would contain business logic and would be
executed on the cluster. This posed a couple of challenges: first, a user had to know
good programming skills (such as Java programming language) to be able to write
code; and second, business logic had to be uniquely broken down in the MapReduce
way of programming (i.e., thinking of a programming problem in terms of mappers
and reducers). This quickly became a limiting factor for nontrivial applications.

Second, because of the sequential processing nature of Hadoop, every time a user
would query for a certain portion of data, Hadoop would go through entire dataset
in a sequential manner to query the data. This in turn implied large waiting times
for the results of even simple queries. Database users are habituated to ad hoc data
querying and this was a limiting factor for many of their business needs.

Additionally, there was a growing demand for big data applications that would
leverage concepts of real-time data streaming and machine learning on data at a
big scale. Since MapReduce was primarily not designed for such applications, the
alternative was to use other technologies such as Mahout, Storm for any specialized
processing needs. The need to learn individual systems for specialized needs was a
limitation for organizations and developers alike.

Recognizing these limitations, researchers at the University of California, Berke-
ley’s AMP Lab came up with a new project in 2012 that was later named as Spark.
The idea of Spark was in many ways similar to what Hadoop offered, that is, a
stable, fast, and easy-to-use big data computational framework, but with several key
features that would make it better suited to overcome limitations of Hadoop and to
also leverage features that Hadoop had previously ignored such as usage of memory
for storing data and performing computations.
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Spark has since then become one of the hottest big data technologies and
has quickly become one of the mainstream projects in big data computing. An
increasing number of organizations are either using or planning to use Spark for
their project needs. At the same point of time, while Hadoop continues to enjoy the
leader’s position in big data deployments, Spark is quickly replacing MapReduce as
the computational engine of choice. Let us now look at some of the key features of
Spark that make it a versatile and powerful big data computing engine:

Ease of Usage: One of the key limitations of MapReduce was the requirement
to break down a programming problem in terms of mappers and reducers. While it
was fine to use MapReduce for trivial applications, it was not a very easy task to
implement mappers and reducers for nontrivial programming needs.

Spark overcomes this limitation by providing an easy-to-use programming
interface that in many ways is similar to what we would experience in any
programming language such as R or Python. The manner in which this is achieved
is by abstracting away requirements of mappers and reducers, and by replacing it
with a number of operators (or functions) that are available to users through an
API (application programming interface). There are currently 80 plus functions that
Spark provides. These functions make writing code simple as users have to simply
call these functions to get the programming done.

Another side effect of a simple API is that users do not have to write a lot of
boilerplate code as was necessary with mappers and reducers. This makes program
concise and requires less lines to code as compared to MapReduce. Such programs
are also easier to understand and maintain.

In-memory computing: Perhaps one of the most talked about features of Spark
is in-memory computing. It is largely due to this feature that Spark is considered
up to 100 times faster than MapReduce (although this depends on several factors
such as computational resources, data size, and type of algorithm). Because of
the tremendous improvements in execution speed, Spark can handle the types of
applications where turnaround time needs to be small and speed of execution is
important. This implies that big data processing can be done on a near real-time
scale as well as for interactive data analysis.

This increase in speed is primarily made possible due to two reasons. The first
one is known as in-memory computing, and the second one is use of an advanced
execution engine. Let us discuss each of these features in more detail.

In-memory computing is one of the most talked about features of Spark that sets
it apart from Hadoop in terms of execution speed. While Hadoop primarily uses
hard disk for data reads and write, Spark makes use of the main memory (RAM)
of each individual computer to store intermediate data and computations. So while
data resides primarily on hard disks and is read from the hard disk for the first
time, for any subsequent data access it is stored in computer’s RAM. Accessing
data from RAM is 100 times faster than accessing it from hard disk, and for large
data processing this results in a lot of time saving in terms of data access. While
this difference would not be noticeable for small datasets (ranging from a few KB to
few MBs), as soon as we start moving into the realm of big data process (tera bytes
or more), the speed differences are visibly apparent. This allows for data processing
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to be done in a matter of minutes or hours for something that used to take days on
MapReduce.

The second feature of Spark that makes it fast is implementation of an advanced
execution engine. The execution engine is responsible for dividing an application
into individual stages of execution such that the application executes in a time-
efficient manner. In the case of MapReduce, every application is divided into a
sequence of mappers and reducers that are executed in sequence. Because of the
sequential nature, optimization that can be done in terms of code execution is very
limited. Spark, on the other hand, does not impose any restriction of writing code in
terms of mappers and reducers. This essentially means that the execution engine of
Spark can divide a job into multiple stages and can run in a more optimized manner,
hence resulting in faster execution speeds.

Scalability: Similar to Hadoop, Spark is highly scalable. Computation resources
such as CPU, memory, and hard disks can be added to existing Spark clusters at
any time as data needs grow and Spark can scale itself very easily. This fits in well
with organizations that they do not have to pre-commit to an infrastructure and can
rather increase or decrease it dynamically depending on their business needs. From
a developer’s perspective, this is also one of the important features as they do not
have to make any changes to their code as the cluster scales; essentially their code
is independent of the cluster size.

Fault Tolerance: This feature of Spark is also similar to Hadoop. When a large
number of machines are connected together in a network, it is likely that some of
the machines will fail. Because of the fault tolerance feature of Spark, however, it
does not have any impact on code execution. If certain machines fail during code
execution, Spark simply allocates those tasks to be run on another set of machines
in the cluster. This way, an application developer never has to worry about the state
of machines in a cluster and can rather focus on writing business logic for their
organization’s needs.

Overall, Spark is a general purpose in-memory computing framework that
can easily handle programming needs such as batch processing of data, iterative
algorithms, real-time data analysis, and ad hoc data querying. Spark is easy to use
because of a simple API that it provides and is orders of magnitude faster than
traditional Hadoop applications because of in-memory computing capabilities.

Spark Applications

Since Spark is a general purpose big data computing framework, Spark can be
used for all of the types of applications that MapReduce environment is currently
suited for. Most of these applications are of the batch processing type. However,
because of the unique features of Spark such as speed and ability to handle iterative
processing and real-time data, Spark can also be used for a range of applications
that were not well suited for MapReduce framework. Additionally, because of the
speed of execution, Spark can also be used for ad hoc querying or interactive data
analysis. Let us briefly look at each of these application categories.

Iterative Data Processing

Iterative applications are those types of applications where the program has
to loop or iterate through the same dataset multiple times in a recursive fashion
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(sometimes it requires maintaining previous states as well). Iterative data processing
lies at the heart of many machine learning, graph processing, and artificial intelli-
gence algorithms. Because of the widespread use of machine learning and graph
processing these days, Spark is well suited to cater to such applications on a big
data scale.

A primary reason why Spark is very good at iterative applications is because
of the in-memory capability that Spark provides. A critical factor in iterative
applications is the ability to access data very quickly in short intervals. Since Spark
makes use of in-memory resources such as RAM and cache, Spark can store the
necessary data for computation in memory and then quickly access it multiple times.
This provides a power boost to such applications that can often run thousands of
iterations in one go.

Ad Hoc Querying and Data Analysis

While business users need to do data summarization and grouping (batch or
sequential processing tasks), they often need to interactively query the data in an
ad hoc manner. Ad hoc querying with MapReduce is very limited because of the
sequential processing nature in which it is designed to work for. This leaves a lot to
be desired when it comes to interactively querying the data. With Spark it is possible
to interactively query data in an ad hoc manner because of in-memory capabilities
of Spark. For the first time when data is queried, it is read from the hard disk but,
for all subsequent operations, data can be stored in memory where it is much faster
to access the data. This makes the turnaround time of an ad hoc query an order of
magnitude faster.

High-level Architecture

At a broad level, the architecture of Spark program execution is very similar to
that of Hadoop. Whenever a user submits a program to be run on Spark cluster,
it invokes a chain of execution that involves five elements: driver that would take
user’s code and submit to Spark; cluster manager like YARN; workers (individual
machines responsible for providing computing resources), executor, and task. Let
us explore the roles of each of these in more detail.

Driver Program

A driver is nothing but a program that is responsible for taking user’s program
and submitting it to Spark. The driver is the interface between a user’s program
and Spark library. A driver program can be launched from command prompt such
as REPL (Read—Eval-Print Loop), interactive computer programming environment,
or it could be instantiated from the code itself.

Cluster Manager

A cluster manager is very similar to what YARN is for Hadoop, and is responsible
for resource allocation and monitoring. Whenever user request for code execution
comes in, cluster manager is responsible for acquiring and allocating resources such
as computational power, memory, and RAM from the pool of available resources in
the cluster. This way a cluster manager is responsible and knows the overall state
of resource usage in the cluster, and helps in efficient utilization of resources across
the cluster.
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In terms of the types of cluster managers that Spark can work with, there are
currently three cluster manager modes. Spark can either work in stand-alone mode
(or single machine mode in which a cluster is nothing but a single machine), or it
can work with YARN (the resource manager that ships with Hadoop), or it can work
with another resource manager known as Mesos. YARN and Mesos are capable of
working with multiple nodes together compared to a single machine stand-alone
mode.

Worker

A worker is similar to a node in Hadoop. It is the actual machine/computer that
provides computing resources such as CPU, RAM, storage for execution of Spark
programs. A Spark program is run among a number of workers in a distributed
fashion.

Executor

These days, a typical computer comes with advanced configurations such as
multi core processors, 1 TB storage, and several GB of memory as standard. Since
any application at a point of time might not require all of the resources, potentially
many applications can be run on the same worker machine by properly allocating
resources for individual application needs. This is done through a JVM (Java Virtual
Machine) that is referred to as an executor. An executor is nothing but a dedicated
virtual machine within each worker machine on which an application executes.
These JVMs are created as the application need arises, and are terminated once the
application has finished processing. A worker machine can have potentially many
executors.

Task

As the name refers, task is an individual unit of work that is performed. This
work request would be specified by the executor. From a user’s perspective, they
do not have to worry about number of executors and division of program code
into tasks. That is taken care of by Spark during execution. The idea of having
these components is to essentially be able to optimally execute the application by
distributing it across multiple threads and by dividing the application logically into
small tasks (Fig. 4.15).

3.8 Spark Ecosystem

Similar to Hadoop, Spark ecosystem also has a number of components, and some
of them are actively developed and improved. In the next section, we discuss six
components that empower the Spark ecosystem (Fig. 4.16).

SPARK Core Engine

* Spark Core Engine performs I/O operations, Job Schedule, and monitoring on
Spark clusters.

* [Its basic functionality includes task dispatching, interacting with storage systemes,
efficient memory management, and fault recovery.
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Fig. 4.16 Spark ecosystem

e Spark Core uses a fundamental data structure called RDD (Resilient Data
Distribution) that handles partitioning data across all the nodes in a cluster and
holds as a unit in memory for computations.

e RDD is an abstraction and exposes through a language integrated API written in
either Python, Scala, SQL, Java, or R.
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SPARK SQL

Similar to Hive, Spark SQL allows users to write SQL queries that are then
translated into Spark programs and executed. While Spark is easy to program,
not everyone would be comfortable with programming. SQL, on the other hand,
is an easier language to learn and write commands. Spark SQL brings the power
of SQL programming to Spark.

The SQL queries can be run on Spark datasets known as DataFrame. DataFrames
are similar to a spreadsheet structure or a relational database table, and users can
provide schema and structure to DataFrame.

Users can also interface their query outputs to visualization tools such as Tableau
for ad hoc and interactive visualizations.

SPARK Streaming

While the initial use of big data systems was thought for batch processing of data,
the need for real-time processing of data on a big scale rose quickly. Hadoop as
a platform is great for sequential or batch processing of data but is not designed
for real-time data processing.

Spark streaming is the component of Spark that allows users to take real-time
streams of data and analyze them in a near real-time fashion. Latency is as low
as lsec.

Real-time data can be taken from a multitude of sources such as TCP/IP
connections, sockets, Kafka, Flume, and other message systems.

Data once processed can be then output to users interactively or stored in HDFS
and other storage systems for later use.

Spark streaming is based on Spark core, so the features of fault tolerance and
scalability are also available for Spark Streaming.

On top of it even machine learning and graph processing algorithms can be
applied on real-time streams of data.

SPARK MLib

Spark’s MLLib library provides a range of machine learning and statistical func-
tions that can be applied on big data. Some of the common applications provided
by MLLib are functions for regression, classification, clustering, dimensionality
reduction, and collaborative filtering.

GraphX

GraphX is a unique Spark component that allows users to by-pass complex
SQL queries and rather use GraphX for those graphs and connected dataset
computations.

A GraphFrame is the data structure that contains a graph and is an extension
of DataFrame discussed above. It relates datasets with vertices and edges that
produce clear and expressive computational data collections for analysis.

Here are a few sample programs using python for better understanding of Spark

RDD and Data frames.
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A sample RDD Program:

Consider a word count example.

Source file: input.txt

Content in file:

Business of Apple continues to grow with success of iPhone X. Apple is poised
to become a trillion-dollar company on the back of strong business growth of iPhone
X and also its cloud business.

Create a rddtest.py and place the below code and run from the unix prompt.

In the code below, we first read a text file named “input.txt” using textFile
function of Spark, and create an RDD named text. We then run flatMap function on
text RDD to generate a count of all of the words, where the output would be of the
type (output,1). Finally, we run reduceByKey function to aggregate all observations
with a common key, and produce a final (key, sum of all 1’s) for each unique key.
The output is then stored in a text file “output.txt” using the function save AsTextFile.

text= sc.textFile(“hdfs://input.txt”)

wordcount = text.flatMap(lambda line: line.split(“ ”)) .map
(lambda word: (word, 1))\
.reduceByKey (lambda a, b: a + b)

wordcount .saveAsTextFile (“*hdfs://output.txt”)

$python rddtest.py

A sample Dataframe Program:

Consider a word count example.

Source file: input.txt

Content in file:

Business of Apple continues to grow with success of iPhone X. Apple is poised
to become a trillion-dollar company on the back of strong business growth of iPhone
X and also its cloud business.

Create a dftest.py and place the code shown below and run from the unix prompt.

In the code below, we first read a text file named “input.txt” using textFile
function of Spark, and create an RDD named text. We then run the map function
that takes each row of “text” RDD and converts to a DataFrame that can then be pro-
cessed using Spark SQL. Next, we make use of the function filter() to consider only
those observations that contain the term “business.” Finally, search_word.count()
function prints the count of all observations in search_word DataFrame.

text = sc.textFile(“hdfs://input.txt”)
# Creates a DataFrame with a single column"
df = text.map(lambda r: Row(r)) .toDF([”1line“])
search word = df.filter(col(”line") .like (” $business%"“))
# Counts all words
search word.count ()
# Counts the word “business” mentioning MySQL
search word.filter(col(”line") .like (”%business%"“)) .count ()
# Gets business word
search word.filter(col(”line"“) .like (”%business%")) .collect ()
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3.9 Cloud Computing for Big Data

From the earlier sections of this chapter we understand that data is growing at
an exponential rate, and organizations can benefit from the analysis of big data
in making right decisions that positively impact their business. One of the most
common issues that organizations face is with the storage of big data as it requires
quite a bit of investment in hardware, software packages, and personnel to manage
the infrastructure for big data environment. This is exactly where cloud computing
helps solve the problem by providing a set of computing resources that can be
shared though the Internet. The shared resources in a cloud computing platform
include storage solutions, computational units, networking solutions, development
and deployment tools, software applications, and business processes.

Cloud computing environment saves costs for an organization especially with
costs related to infrastructure, platform, and software applications by providing a
framework that can be optimized and expanded horizontally. Think of a scenario
when an organization needs additional computational resources/storage capabil-
ity/software has to pay only for those additional acquired resources and for the
time of usage. This feature of cloud computing environment is known as elasticity.
This helps organizations not to worry about overutilization or underutilization of
infrastructure, platform, and software resources.

Figure 4.17 depicts how various services that are typically used in an organization
setup can be hosted in cloud and users can connect to those services using various
devices.

Features of Cloud Computing Environments

The salient features of cloud computing environment are the following:

* Scalability: It is very easy for organizations to add an additional resource to an
existing infrastructure.

* Elasticity: Organizations can hire additional resources on demand and pay only
for the usage of those resources.

* Resource Pooling: Multiple departments of an organization or organizations
working on similar problems can share resources as opposed to hiring the
resources individually.

* Self-service: Most of the cloud computing environment vendors provide simple
and easy to use interfaces that help users to request services they want without
help from differently skilled resources.

* Low Cost: Careful planning, usage, and management of resources help reduce the
costs significantly compared to organizations owning the hardware. Remember,
organizations owning the hardware will also need to worry about maintenance
and depreciation, which is not the case with cloud computing.

* Fault Tolerance: Most of the cloud computing environments provide a feature of
shifting the workload to other components in case of failure so the service is not
interrupted.
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Fig. 4.17 An example of cloud computing setup in an organization. (Source: https://en.wikipedia.
org/wiki/Cloud_computing#/media/File:Cloud_computing.svg (accessed on Aug 10, 2018))

Cloud Delivery Models

There are a number of on-demand cloud services, and the different terms can
seem confusing at first. At the very basic, the purpose of all of the different services
is to provide the capabilities of configuration, deployment, and maintenance of the
infrastructure and applications that these services provide, but in different manners.
Let us now have a look at some of the important terms that one could expect to hear
in the context of cloud services.

* Infrastructure as a Service (laaS): IAAS, at the very core, is a service provided by
a cloud computing vendor that involves ability to rent out computing, networking,
data storage, and other hardware resources. Additionally, the service providers
also give features such as load balancing, optimized routing, and operating
systems on top of the hardware. Key users of these services are small and medium
businesses and those organizations and individuals that do not want to make
expensive investments in IT infrastructure but rather want to use IT infrastructure
on a need basis.
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* Platform as a Service (PasS): PaaS is provided by a cloud computing envi-
ronment provider that entails providing clients with a platform using which
clients can develop software applications without worrying about the underlying
infrastructure. Although there are multiple platforms to develop any kind of
software application, most of the times the applications to be developed are
web based. An organization that has subscribed for PaaS service will enable its
programmers to create and deploy applications for their requirements.

» Software as a Service (SaaS): One of the most common cloud computing services
is SaaS. SaaS provides clients with a software solution such as Office365. This
helps organizations avoid buying licenses for individual users and installing those
licenses in the devices of those individual users.

Figure 4.18 depicts how responsibilities are shared between cloud computing
environment providers and customers for different cloud delivery models.

Cloud Computing Environment Providers in Big Data Market

There are a number of service providers that provide various cloud computing
services to organizations and individuals. Some of the most widely known service
providers are Amazon, Google, and Microsoft. Below, we briefly discuss their
solution offerings:

Amazon Web Services: Amazon Web Services (AWS) is one of the most compre-
hensive and widely known cloud services offering by Amazon. Considered as one
of the market leaders, AWS provides a plethora of services such as hardware (com-
putational power, storage, networking, and content delivery), software (database
storage, analytics, operating systems, Hadoop), and a host of other services such
as IoT. Some of the most important components of AWS are EC2 (for computing
infrastructure), EMR (provides computing infrastructure and big data software such
as Hadoop and Spark installed out of the box), Amazon S3 (Simple Storage Service)
that provides low cost storage for data needs of all types), Redshift (a large-scale
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Fig. 4.18 Sharing of responsibilities based on different cloud delivery models. (Source: https://
www.hostingadvice.com/how-to/iaas-vs-paas-vs-saas/ (accessed on Aug 10, 2018))
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data storage and data warehouse solution), and RDS (a relational database service
that provides instances of relational databases such as MySQL running out of the
box).

Google Cloud Platform: Google Cloud Platform (GCP) is a cloud services
offering by Google that competes directly with the services provided by AWS.
Although the current offerings are not as diverse as compared to AWS, GCP is
quickly closing the gap by providing bulk of the services that users can get on AWS.
A key benefit of using GCP is that the services are provided on the same platform
that Google uses for its own product development and service offerings. Thus, it
is very robust. At the same point of time, Google provides many of the services
for either free or at a very low cost, making GCP a very attracting alternative.
The main components provided by GCP are Google Compute Engine (providing
similar services as Amazon EC2, EMR, and other computing solutions offered by
Amazon), Google Big Query, and Google Prediction API (that provides machine
learning algorithms for end-user usage).

Microsoft Azure: Microsoft Azure is similar in terms of offerings to AWS listed
above. It offers a plethora of services in terms of both hardware (computational
power, storage, networking, and content delivery) and software (software as a
service, and platform as a service) infrastructure for organizations and individuals to
build, test, and deploy their offerings. Additionally, Azure has also made available
some of the pioneering machine learning APIs from Microsoft under the umbrella
of Microsoft Cognitive Toolkit. This makes very easy for organizations to leverage
power of machine and deep learning and integrate it easily for their datasets.

Hadoop Useful Commands for Quick Reference

Caution: While operating any of these commands, make sure that the user has to
create their own folders and practice as it may impact on the Hadoop system directly
using the following paths.

Command Description

hdfs dfs -Is/ List all the files/directories for the given hdfs destination path

hdfs dfs -Is -d /hadoop Directories are listed as plain files. In this case, this command
will list the details of hadoop folder

hdfs dfs -1s -h /data Provides human readable file format (e.g., 64.0m instead of
67108864)

hdfs dfs -Is -R /hadoop Lists recursively all files in hadoop directory and all
subdirectories in hadoop directory

hdfs dfs -Is /hadoop/dat* List all the files matching the pattern. In this case, it will list

all the files inside hadoop directory that start with ‘dat’ hdfs
dfs -1s/list all the files/directories for the given hdfs destination

path
hdfs dfs -text Takes a file as input and outputs file in text format on the
/hadoop/derby.log terminal

hdfs dfs -cat /hadoop/test This command will display the content of the HDFS file test
on your stdout

(continued)
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Command Description

hdfs dfs -appendToFile Appends the content of a local file testl to a hdfs file test2

/home/ubuntu/test1

/hadoop/text2

hdfs dfs -cp /hadoop/filel Copies file from source to destination on HDFS. In this case,

/hadoopl copying filel from hadoop directory to hadoop1 directory

hdfs dfs -cp -p /hadoop/filel | Copies file from source to destination on HDFS. Passing -p

/hadoopl preserves access and modification times, ownership, and the
mode

hdfs dfs -cp -f /hadoop/filel | Copies file from source to destination on HDFS. Passing -f

/hadoopl overwrites the destination if it already exists

hdfs dfs -mv /hadoop/filel A file movement operation. Moves all files matching a

/hadoopl specified pattern to a destination. Destination location must be

a directory in case of multiple file moves
hdfs dfs -rm /hadoop/filel Deletes the file (sends it to the trash)

hdfs dfs -rmr /hadoop Similar to the above command but deletes files and directory
in a recursive fashion

hdfs dfs -rm -skipTrash Similar to above command but deletes the file immediately
/hadoop
hdfs dfs -rm -f /hadoop If the file does not exist, does not show a diagnostic message

or modifies the exit status to reflect an error
hdfs dfs -rmdir /hadoop1 Delete a directory
hdfs dfs -mkdir /hadoop2 Create a directory in specified HDFS location

hdfs dfs -mkdir -f /hadoop2 | Create a directory in specified HDFS location. This command
does not fail even if the directory already exists

hdfs dfs -touchz /hadoop3 Creates a file of zero length at <path> with current time as the
timestamp of that <path>
hdfs dfs -df /hadoop Computes overall capacity, available space, and used space of

the filesystem

hdfs dfs -df -h /hadoop Computes overall capacity, available space, and used space of
the filesystem. -h parameter formats the sizes of files in a
human-readable fashion

hdfs dfs -du /hadoop/file Shows the amount of space, in bytes, used by the files that
match the specified file pattern

hdfs dfs -du -s /hadoop/file Rather than showing the size of each individual file that
matches the pattern, shows the total (summary) size

hdfs dfs -du -h /hadoop/file Shows the amount of space, in bytes, used by the files that
match the specified file

Source: https://linoxide.com/linux-how-to/hadoop-commands-cheat-sheet/ (accessed on Aug 10,
2018)

Electronic Supplementary Material

All the datasets, code, and other material referred in this section are available in
www.allaboutanalytics.net.
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* Data4.1: Apple_discussion.txt
¢ Data 4.2: Children_names.txt

e Data 4.3: Numbers_dataset.csv
e Data 4.4: UserProfile.csv

¢ Data4.5: Users.csv

Exercises

These exercises are based on either MapReduce or Spark and would ask users to
code the programming logic using any of the programming languages they are
comfortable with (preferably, but not limited to Python) in order to run the code
on a Hadoop cluster:

Ex. 4.1 Write code that takes a text file as input, and provides word count of each
unique word as output using MapReduce. Once you have done so, repeat the same
exercise using Spark. The text file is provided with the name apple_discussion.txt.
Ex. 4.2 Now, extend the above program to output only the most frequently occurring
word and its count (rather than all words and their counts). Attempt this first using
MapReduce and then using Spark. Compare the differences in programming effort
required to solve the exercise. (Hint: for MapReduce, you might have to think of
multiple mappers and reducers.)

Ex. 4.3 Consider the text file children_names.txt. This file contains three columns—
name, gender, and count, and provides data on how many kids were given a specific
name in a given period. Using this text file, count the number of births by alphabet
(not the word). Next, repeat the same process but only for females (exclude all males
from the count).

Ex. 4.4 A common problem in data analysis is to do statistical analysis on datasets.
In order to do so using a programming language such as R or Python, we simply use
the in-built functions provided by those languages. However, MapReduce provides
no such functions and so a user has to write the programming logic using mappers
and reducers. In this problem, consider the dataset numbers_dataset.csv. It contains
5000 randomly generated numbers. Using this dataset, write code in MapReduce
to compute five point summary (i.e., Mean, Median, Minimum, Maximum, and
Standard Deviation).

Ex. 4.5 Once you have solved the above problem using MapReduce, attempt to do
the same using Spark. For this you can make use of the in-built functions that Spark
provides.

Ex. 4.6 Consider the two csv files: Users.csv, and UserProfile.csv. Each file contains
information about users belonging to a company, and there are 5000 such records
in each file. Users.csv contains following columns: FirstName, Surname, Gender,
ID. UserProfile.csv has following columns: City, ZipCode, State, EmailAddress,
Username, Birthday, Age, CCNumber, Occupation, ID. The common field in both
files is ID, which is unique for each user. Using the two datasets, merge them into a
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single data file using MapReduce. Please remember that the column on which merge
would be done is ID.

Ex. 4.7 Once you have completed the above exercise using MapReduce, repeat the
same using Spark and compare the differences between the two platforms.
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Chapter 5 ®
Data Visualization Check for

John F. Tripp

1 Introduction

Data analytics is a burgeoning field—with methods emerging quickly to explore
and make sense of the huge amount of information that is being created every
day. However, with any data set or analysis result, the primary concern is in
communicating the results to the reader. Unfortunately, human perception is not
optimized to understand interrelationships between large (or even moderately
sized) sets of numbers. However, human perception is excellent at understanding
interrelationships between sets of data, such as series, deviations, and the like,
through the use of visual representations.

In this chapter, we will present an overview of the fundamentals of data
visualization and associated concepts of human perception. While this chapter
cannot be exhaustive, the reader will be exposed to a sufficient amount of content
that will allow them to consume and create quantitative data visualizations critically
and accurately.
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2 Motivating Example

A Vice President of Sales wishes to communicate his division’s performance to the
executive team. His division has performed very well in year-over-year sales, but is
still rather small compared to other divisions. He is concerned that when his current
year numbers are presented alongside other divisions, it will not accurately reflect
the excellent performance of his team.

He wishes to provide the sales figures as well as show the growth in sales, year
over year, and compare his rate of growth to other divisions’ rates. Providing this
information using only tales of numbers would be difficult and time consuming.
However, this information can be provided in one or two simple but intuitive graphs.

3 Methods of Data Visualization

3.1 Working with (and Not Against) Human Perception

Consider Fig. 5.1. When you see this graph, what do you believe is true about the
“level” of the variable represented by the line? Is the level greater or less at point 2
compared with point 1?

If you are like most people, you assume that the level of the variable at point 2
is greater than the level at point 1. Why? Because it has been ingrained in you from
childhood that when you stack something (blocks, rocks, etc.), the more you stack,
the higher the stack becomes. From a very early age, you learn that “up” means
“more.”

Now consider Fig. 5.2. Based on this graph, what happened to gun deaths after
20051

Upon initial viewing, the reader may be led to believe that the number of gun
deaths went down after 2005. However, look more closely, is this really what
happened? If you observe the axes, you will notice that the graph designer inverted

Fig. 5.1 A graph

I'The “Stand Your Ground” law in Florida enabled people to shoot attackers in self-defense without
first having to attempt to flee.
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Fig. 5.2 A graph representing gun deaths in Florida over time

the y-axis, making larger values appear at lower points in the graph than smaller
values. While many readers may be able to perceive the shift in the y-axis, not all
will. For all readers, this is a fundamental violation of primal perceptive processes.
It is not merely a violation of an established convention; it is a violation of the
principles that drove the establishment of that convention.?

This example is simple, but it illustrates the need for data visualizers to be
well trained in understanding human perception and to work with the natural
understanding of visual stimuli.

3.2 Why We Visualize Data

Visual and cognitive processing in humans is not optimized to process relationships
between large sets of numbers. While we are good at comparing several values
against each other, we are simply not good enough at drawing inferences using sets
or tables in order to communicate and compare trends for large groups of numbers.
Let us look at a famous example.

2This example was strongly debated across the Internet when it appeared. For more information
about the reaction to the graph, see the Reddit thread at http://bit.ly/2ggVV7V.
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Table 5.1 Anscombe’s Set 1

Quartet

referred to in Chap. 7 on linear regression.

10.0
8.0
13.0
9.0
11.0
14.0
6.0
4.0
12.0
7.0
5.0

8.04
6.95
7.58
8.81
8.33
9.96
7.24
4.26
10.84
4.82
5.68

Set 2

10.0
8.0
13.0
9.0
11.0
14.0
6.0
4.0
12.0
7.0
5.0

Y

9.14
8.14
8.74
8.77
9.26
8.10
6.13
3.10
9.13
7.26
4.74

Set 3

10.0
8.0
13.0
9.0
11.0
14.0
6.0
4.0
12.0
7.0
5.0

7.46
6.77
12.74
7.11
7.81
8.84
6.08
5.39
8.15
6.42
5.73

Set 4

8.0
8.0
8.0
8.0
8.0
8.0
8.0
19.0
8.0
8.0
8.0
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6.58
5.76
7.71
8.84
8.47
7.04
5.25
12.50
5.56
7.91
6.89

In Table 5.1, the classic example of “Anscombe’s Quartet” is presented. In 1973,
Anscombe created these sets of data to illustrate the importance of visualizing data.
When you consider these four data sets, what sense can you make of them? How
much are the sets the same? How much are they different? These data sets are also

Information, that is imperfectly acquired, is generally as imperfectly retained; and a man
who has carefully investigated a printed table, finds, when done, that he has only a very
faint and partial idea of what he had read; and that like a figure imprinted on sand, is soon
totally erased and defaced—William Playfair (1801, p. 3).

As Playfair notes in the quote above, even after a great deal of study, humans
cannot make clear sense of the data provided in tables, nor can they retain it well.
Turning back to Table 5.1, most people note that sets 1-3 are similar, primarily
because the X values are the same, and appear in the same order. However, for
all intents and purposes, these four sets of numbers are statistically equivalent. If
a typical regression analysis was performed on the four sets of data in Table 5.1,
the results would be identical. Among other statistical properties, the following are
valid for all four sets of numbers in Table 5.1:

N=11.
Mean of X =9.0.
Mean of Y = 7.5.

Equation of regression line: Y = 3 + 0.5X.
Standard error of regression slope = 0.118.

Correlation coefficient = 0.82.
2 =0.67.

However, if one compares the sets of data visually, the differences between the
data sets become immediately obvious, as illustrated in Fig. 5.3.
Tables of data are excellent when the purpose of the table is to allow the
user to look up specific values, and when the relationships between the values
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Fig. 5.3 Anscombe’s Quartet

are direct. However, when relationships between sets or groups of numbers are
intended for presentation, the human perception is much better served through
graphical representations. The goal of the remainder of this chapter is to provide
the reader with enough background into human visual perception and graphical
data representation to become an excellent consumer and creator of graphical data
visualizations.

3.3 Visualization as a Cognitive Aid

Humans are bombarded by information from multiple sources and through multiple
channels. This information is gathered by our five senses, and processed by the
brain. However, the brain is highly selective about what it processes and humans
are only aware of the smallest fraction of sensory input. Much of sensory input
is simply ignored by the brain, while other input is dealt with based on heuristic
rules and categorization mechanisms; these processes reduce cognitive load. Data
visualizations, when executed well, aid in the reduction of cognitive load, and assist
viewers in the processing of cognitive evaluations.

When dealing with data visualization, likely the most important cognitive con-
cept to understand is working memory. Working memory is the part of short-term
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memory that is concerned with immediate perceptual processing. Working memory
is extremely limited, with the average human having the capacity to hold at most
four “chunks” of information at once (see, e.g., Cowan 2010). For this reason,
visualizers must build graphs that do not rely on the user to hold multiple chunks
of information in order to “generate” understanding. Instead, visualizers should “do
the work”™ for the user and visualize the relationships in question directly.

Practically, this means that visualizations are not effective when built for general
purposes, for a generalized audience. For instance, in my experience with real-
world corporate “dashboards,” they tend to be designed in a manner that presents a
generous amount of data that users might be able to leverage for different cognitive
tasks. However, users would have to extrapolate the useful data themselves and
perform additional steps to generate a result that assists in achieving their cognitive
task. Instead, if visualizations were created with particular cognitive tasks in mind
and constructed in a manner that would assist the viewer in the completion of the
task, then the user would not have to do much in facilitating the understanding of
the data.

Designing and building visualizations that are fit for purpose—for use in the
processing of a defined cognitive task (communicating the status of sales in a region
or the need for managerial intervention in a process, etc.)—is the key responsibility
of any data visualizer. This will usually result in the need to create visualizations that
are more tightly focused than those that already exist in businesses today. In doing
so, we re-emphasize the need to reduce cognitive load for a particular cognitive
task. A good visualization that is focused on a task, highlights key information,
and provides computational assistance for viewers will allow them to build an
understanding more quickly, and is of significantly more value than creating a
single, multipurpose visualization that fails to assist in any of the viewers’ cognitive
tasks.

3.4 Six Meta-Rules for Data Visualization

For the remainder of this chapter, we will review and discuss six meta-rules for
data visualization. These are based upon the work of many researchers and writers,
and provide a short and concise summary of the most important practices regarding
data visualization. However, it is important to note that these rules are intended to
describe how we can attempt to represent data visually with the highest fidelity and
integrity—not argue that all are immutable, or that trade-offs between the rules may
not have to be made. The meta-rules are presented in Table 5.2.

By following these meta-rules, data visualizers will be more likely to graphically
display the actual effect shown in the data. However, there are specific times and
reasons when the visualizer may choose to violate these rules. Some of the reasons
may be, for example, the need to make the visualization “eye-catching,” such as
for an advertisement. In these cases, knowing the effect on perceptive ability of
breaking the rules is important so that the visualizer understands what is being
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Table 5.2 Six meta-rules for data visualization
1. The simplest chart is usually the one that communicates most clearly. Use the “not wrong”
chart—not the “cool” chart

2. Always directly represent the relationship you are trying to communicate. Do not leave it to
the viewer to derive the relationship from other information

3. In general, do not ask viewers to compare in two dimensions. Comparing differences in
length is easier than comparing differences in area

4. Never use color on top of color—color is not absolute
5. Do not violate the primal perceptions of your viewers. Remember, up means more
6. Chart with graphical and ethical integrity. Do not lie, either by mistake or intentionally

lost. However, in some cases, the reasons for violating the rules may be because
the visualizer wishes to intentionally mislead. Examples of this kind of lack of
visualization integrity are common in political contexts.

These rules are made to be understood, and then followed to the extent that the
context requires. If the context requires an accurate understanding of the data, with
high fidelity, the visualizer should follow the rules as much as possible. If the context
requires other criteria to be weighed more heavily, then understanding the rules
allows the visualizer to understand how these other criteria are biasing the visual
perception of the audience.

Simplicity Over Complexity

Meta-Rule #1: The simplest chart is usually the one that communicates most clearly. Use

the “not wrong” chart—not the “cool” chart.

When attempting to visualize data, our concern should be, as noted above, to
reduce the cognitive load of the viewer. This means that we should eliminate sources
of confusion. While several of the other meta-rules are related to this first rule, the
concept of simplicity itself deserves discussion.

Many data visualizers focus on the aesthetic components of a visualization, much
to the expense of clearly communicating the message that is present in the data.
When the artistic concerns of the visualizer (e.g., the Florida dripping blood example
above) overwhelm the message in the data, confusion occurs. Aside from artistic
concerns, visualizers often choose to use multiple kinds of graphs to add “variety,”
especially when visualizing multiple relationships. For instance, instead of using
three stacked column charts to represent different part to whole relationships, the
visualizer might use one stacked column chart, one pie chart, and one bubble chart.
So instead of comparing three relationships represented in one way, the viewer must
attempt to interpret different graph types, as well as try to compare relationships.
This increases cognitive load, as the viewer has to keep track of both the data values,
as well as the various manners in which the data has been encoded.
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Fig. 5.4 Example of 9 Out of 10 Employees Used the Cafeteria Last Year

T

Instead, we should focus on selecting a “not wrong” graph.? To do this, one must
understand both the nature of the data that is available, as well as the nature of
the relationship being visualized. Data is generally considered to be of two types,
quantitative and qualitative (or categorical). At its simplest, data that is quantitative
is data that is (1) numeric, and (2) it is appropriate to use for mathematical operations
(unit price, total sales, etc.). Qualitative or categorical data is data that is (1) numeric
or text, and (2) is not appropriate (or possible) to use for mathematical operations
(e.g., Customer ID #, City, State, Country, Department).

Is a Visualization Needed?

An initial analysis of the data is required to determine the necessity of a visual
representation. For instance, in the graphic shown in Fig. 5.4, a text statement is
redundantly presented as a graph.

When a simple statement is enough to communicate the message, a visualization
may not be needed at all.

Table or Graph?

Once you decide that you need a visual representation of the data to com-
municate your message, you need to choose between two primary categories
of visualization—tables vs. graphs. The choice between the two is somewhat
subjective and, in many cases, you may choose to use a combination of tables and
graphs to tell your data story. However, use the following heuristic to decide whether
to use a table or a graph:

If the information being represented in the visualization needs to display precise and specific
individual values, with the intention to allow the user to look up specific values, and
compare to other specific values, choose a table. If the information in the visualization
must display sets or groups of values for comparison, choose a graph.

Tables are best used when:

1. The display will be used as a lookup for particular values.

2. It will be used to compare individual values not groups or series of values to one
another.

. Precision is required.

. Quantitative information to be provided involves more than one unit of measure.

5. Both summary and detail values are included.

W

3By using the term “not wrong” instead of “right” or “correct,” we attempt to communicate the
fact that in many cases there is not a single “correct” visualization. Instead, there are visualizations
that are more or less “not wrong” along a continuum. In contrast, there are almost always multiple
“wrong” visualization choices.
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If a Graph, Which Graph?

The exploration of choosing which graph to use is a topic that requires more
space than is available in this chapter. However, the process of choosing the correct
graph is fundamentally linked to the relationship being communicated. For each
kind of relationship, there are multiple kinds of graphs that might be used. However,
for many relationships, there are a small group of “best practice” graphs that fit that
relationship best.

How Many Dimensions to Represent?

When representing data visually, we must decide how many dimensions to
represent in a single graph. The maximum number of data dimensions that can be
represented in a static graph is five and in an interactive graph is six. Table 5.3
provides a list of the most likely graphs to be used for various relationships and
numbers of dimensions.

Table 5.3 Data relationships and graphs

Max. # of
Relationship | Most likely graph(s) Keywords dimensions
Time series | Trend line Change 4
Column chart Rise
Heat map Increase
Sparklines Fluctuation
Growth
Decline/decrease
Trend
Part to Stacked column chart Rate or rate of total 4
whole Stacked area chart Percent or percentage of total
Pareto chart (for two Share
simultaneous parts to whole) “Accounts for X percent”
Ranking Sorted bar/column chart Larger than 4
Smaller than
Equal to
Greater than
Less than
Deviation Line chart Plus or minus 4
Column/bar chart Variance
Bullet graph Difference
Relative to
Distribution | Box/whisker plot Frequency 4
Histogram Distribution
Range
Concentration
Normal curve, bell curve
Correlation | Scatterplot Increases with 6
Table pane Decreases with
Changes with
Varies with
Geospatial | Choropleth (filled gradient) map | N/A 2
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. X-axis placement

. Y-axis placement

Size

. Shape

. Color

. Animation (interactive only, often used to display time)

However, many graph types, because of their nature, reduce the number of
possible dimensions that can be displayed (Table 5.3). For instance, while a
scatterplot can display all six dimensions, a filled map can only display two: the
use of the map automatically eliminates the ability to modify dimensions 1-4. As
such, we are left with the ability to use color to show different levels of one data
dimension and animation to how the level of that one dimension changes over time.

While the maximum possible dimensions to represent is six, it is unlikely that
most visualization (or any) should/would use all six. Shape especially is difficult to
use as a dimensional variable and should never be used with size. Notice in Fig. 5.5
that it is difficult to compare the relative sizes of differently shaped objects.

One of the biggest issues in many visualizations is that visualizers attempt to
encode too much information into a graph, attempting to tell multiple stories with a
single graph. However, this added complexity leads to the viewer having a reduced
ability to interpret any of the stories in the graph. Instead, visualizers should create

Six Dimensions on One Chart
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Fig. 5.5 Illustration of use of six data dimensions in a single graph
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simpler, single story graphs, using the fewest dimensions possible to represent the
story that they wish to tell.
Direct Representation

Meta-Rule #2: Always directly represent the relationship you are trying to communicate.
Don’t leave it to the viewer to derive the relationship from other information.

It is imperative that the data visualizer provide the information that the data story
requires directly—and not rely on the viewer to have to interpret what relationships
we intend to communicate. For instance, we often wish to tell a story of differences,
such as deviations from plan, and budgets vs. actual. When telling a story of
differences, do not rely on the viewer to calculate the differences themselves.

Figure 5.6 illustrates a visualization that relies on the viewer to calculate
differences. Figure 5.7 presents the actual deviation through the profit margin,
allowing the viewer to focus on the essence of the data set.

Again, the goal of the visualizer is to tell a story while minimizing the cognitive
load on the viewer. By directly representing the relationship in question, we assist
the viewer in making the cognitive assessment we wish to illustrate. When we
“leave it to the viewer” to determine what the association or relationship is that
we are trying to communicate, not only do we increase cognitive load, but we also
potentially lose consistency in the way that the viewers approach the visualization.

Sales vs. Profit

120K

Measure Names |II
110K W Profit I

M sales |

Value

2013 2014 2015 2016 2017

Manth of Order Date

Fig. 5.6 The difference between sales and profit is not immediately clear
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Profit Ratio

Profit Ratio

Month of Ordar Date

Fig. 5.7 The profit ratio is clear and intuitive

By properly visualizing relationships directly, we not only reduce cognitive load,
we also reduce the potential for the viewer to misunderstand the story we are trying
to tell.

Single Dimensionality

Meta-Rule #3: In general, do not ask viewers to compare in two dimensions. Comparing
differences in length is easier than comparing differences in area.

When representing differences in a single data variable (e.g., sales by month,
profit by product), visualizers should generally use visual comparisons on a single
visual dimension—it is much easier for viewers to perceive differences in length or
height than differences in area. By doing this we also avoid some common issues in
the encoding of data.

While most modern software packages manage the encoding of data very well,
whenever a visualizer chooses to use differences in two dimensions to represent
changes in a single data dimension, visualizations tend to become distorted.
Figure 5.8 illustrates the issue when visualizers directly represent data differences
in two dimensions. In this example, the visualization is attempting to depict the ratio
between two levels of a variable. However, the ratio of the circles being 1:2 is not
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Fig. 5.8 Difference between | &1 > «\2> “1>

circles and lines
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Table 5.4 Sales of fictitious

Salesperson YTD sales (in $) | Share of sales
salespeople Deepika Padukone | 1,140,000 37%

George Clooney 750,000 25%

Jennifer Garner 740,000 24%

Danny Glover 430,000 14%

immediately apparent from the visual. Using & (%)2 we see that the “smaller” circle
has an area of % and the “larger” circle has an area of %, hence 1:2.

While both examples are properly encoded, the area of each exactly maintains the
proportion of 1:2 that is found in the data, which of the visualizations more clearly
communicates what is present in the data? The simple bars—these only vary on one
dimension and therefore more clearly illustrate the relationship that is present in the
data.

To 3D or Not to 3D

One of the software features that many people enjoy using, because it looks
“cool,” is 3D effects in graphs. However, like the example above, 3D effects create
cognitive load for the viewer, and create distortion in perception. Let us look
at a simple example. Table 5.4 presents some YTD sales data for four fictitious
salespersons.

In this data set, Deepika is well above average, and Danny is well below average.
This same info is presented in 2D and 3D, respectively, in Fig. 5.9a, b. However,
when viewing the 2D representation, the pie chart is less clear than the table (from
the chart, can you identify the #2 salesperson?). Moreover, the 3D chart greatly
distorts the % share of Deepika due to perspective.

In fact, with 3D charts, the placement of the data points has the ability to change
the perception of the values in the data. Figure 5.10a, b illustrate this point. Note
that when Deepika is rotated to the back of the graph, the perception of her % share
of sales is reduced.

Pie Charts?

Although the previous example uses pie charts, this was simply to illustrate the
impact of 3D effect on placement. Even though its use is nearly universal, the pie
chart is not usually the best choice to represent the part-to-whole relationship. This
is due to the requirement it places on the viewer to compare differences on area
instead of on a single visual dimension, and the difficulty that this causes in making
comparisons.

Going back to the 2D example in Fig. 5.9a, it is very difficult to compare the
differences between George and Jennifer. The typical response to this in practice is
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a YTD Sales (in $) b YTD Sales (in §)

e —
Series "YTD Sales (in §)* Point “Danny Glover®
Value: 430,000 (14%)

= Deepika Padukone = George Clooney = Deepika Padukone = George Clooney
= lennifer Garner = Danny Glover = Jennifer Garner = Danny Glover

Fig. 5.9 (a) 2D pie chart of sales. (b) 3D pie chart of sales

a YTD Sales (in $) b YTD Sales (in )

= Deepika Padukone = George Clooney = Deepika Padukone = George Clooney
® Jennifer Garner = Danny Glaver ® Jennifer Garner = Danny Glover

Fig. 5.10 (a) Chart with Deepika at front. (b) Chart with Jennifer at front

to add the % values to the chart, as Fig. 5.11 illustrates. However, at this point, what
cognitive value does the pie chart add that the viewer would not have gained from
Table 5.47

Building a Fit-for-Purpose Visualization

When considering the visualization that is to be created, the visualizer must focus
on the purpose of the viewer. Creating a stacked column, sorted bar chart, table,
or even a pie chart, could all be “not wrong” decisions. Remember, if the user is
interested in looking up precise values, the table might be the best choice. If the
user is interested in understanding the parts-to-whole relationship, a stacked column
or pie chart may be the best choice. Finally, if the viewer needs to understand rank
order of values, the sorted bar chart (Fig. 5.12) may be the best option.
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Fig. 5.11 Annotated pie YTD Sales (in $)
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Fig. 5.12 Bar chart of sales
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Fig. 5.13 Heat map of sales

Comparing Levels of a Dimension over Multiple Categories

While a stacked bar graph is excellent at showing levels of one variable over
one set of categories, often we wish to compare levels of a variable over multiple
categories. While we might choose a number of visualizations for this (including
possibly a table, if precision is required), one visualization that is optimized for
looking at the levels for a single variable at the intersection of two categorical
dimensions is the heat map.

Heat maps use a color gradient (see next section for a discussion on the proper
use of gradients), within a grid of cells that represent the possible intersections of
two categories—perhaps sales by region by quarter (Fig. 5.13).

The heat map illustrates that the fourth quarter tends to be the strongest in all
regions, and when compared to the other regions, the East region seems to perform
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Fig. 5.14 Heat map of sales with interactive tool tip

Fig. 5.15 Perception of color on color

consistently highest in the fourth quarter. This type of data presentation is good for
illustrating comparative performance, but only in a general way, as an overview. To
add more value to the heat map, one might decide to add the actual number to the
cells or, as a better choice, add a tool tip in an interactive visualization (Fig. 5.14).

In almost every case, there are multiple choices for visualizations that are “not
wrong.” The visualization that is “fit for purpose” is the one that properly illustrates
the data story, in the fashion that is most compatible with the cognitive task that the
viewer will use the visualization to complete.

Use Color Properly

Meta-Rule #4: Never use color on top of color—color is not absolute.

One of the most important concepts in visualization is the appropriate use of
color. As with shape, color should be used to provide the viewer meaning. This
means that color should be used consistently, and within several rules for human
perception. In order to understand these rules, we must spend a few paragraphs on
how humans perceive color.

First, color is not perceived absolutely by the human eye. Look at the example in
Fig. 5.15. Which of the five small rectangles does your visual perception tell you is
the lightest in color?

Most people (if they are honest) will quickly answer that the rightmost rectangle
in Fig. 5.15 is the lightest in color. However, as Fig. 5.16 illustrates, all five small
rectangles are actually the same color.

The optical illusion presented in Fig. 5.15 is caused by the human visual percep-
tion characteristic that colors, and differences in colors, are evaluated relatively,
rather than absolutely. What this means in practice is that colors are perceived
differently depending upon what colors are around (or “behind’’) them. The gradient
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Which of the small rectangles is lightest?

Fig. 5.16 True colors of all bars

When rainbow colors are used, establishing order is inconsistent, even when the
same person tries to order the colors in multiple tests. However, a gradient
(of any color) is much more easily and consistently ordered.

Fig. 5.17 Ordering colored chips

behind the small rectangles in Fig. 5.15 causes changes in perception as to the color
of the rectangle, which, in the context of data visualization, changes the meaning of
the color of the rectangles.

Second, color is not perceived as having an order. Although the spectrum has a
true order (e.g., Red, Orange, Yellow, Green, Blue, Indigo, Violet: “ROY G. BIV”),
when viewing rainbow colors, violet is not perceived as “more” or “less” than red.
Rainbow colors are simply perceived as different from one another, without having a
particular “order.” However, variation in the level of infensity of a single color is per-
ceived as having an order. This is illustrated in Fig. 5.17, and in the following quote:

“If people are given a series of gray paint chips and asked to put them in order; they will
consistently place them in either a dark-to-light or light-to-dark order. However, if people
are given paint chips colored red, green, yellow, and blue and asked to put them in order, the
results vary,” according to researchers David Borland and Russell M. Taylor II, professor
of computer science at the University of North Carolina at Chapel Hill.
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Using Color with Meaning

Based upon the previous discussion, we now turn to the use of color and its
meaning in data visualization. In general, use the following heuristic when deciding
on how to use color:

When representing levels of a single variable, use a single-color gradient,* when represent-
ing categories of a variable, use rainbow colors.

Levels of a single variable (continuous data) are best represented using a gradient
of a single color. This representation of a single color, with different levels of
saturation, visually cues the user that, while the levels of the variable may be
different, the color represents levels of the same concept. When dealing with
categories (or categorical data), the use of different colors cues the users that the
different categories represent different concepts.

Best Practices for Color

When building a visualization, it is easy to create something that is information-
rich, but that does not always allow users to quickly zero in on what is the most
important information in the graph. One way to do this is through the choice of
colors. In general, colors that are lower in saturation, and are further from the
primary colors on the color wheel are considered more “natural” colors, because
they are those most commonly found in nature. These are also more soothing colors
than the brighter, more primary colors.

For this reason, when designing a visualization, use “natural” colors as the
standard color palette, and brighter, more primary colors for emphasis (Fig. 5.18).

By using more natural colors in general, viewers will more calmly be able to
interpret the visualization. Using more primary colors for emphasis allows the
visualizer to control when and where to drive the attention of the viewer. When
this is done well, it allows the viewer to find important data more immediately,
limiting the need for the viewer to search the entire visualization to interpret where
the important information is. This helps to achieve the visualizer’s goal of reducing
the cognitive load on the viewer.

Use Viewers’ Experience to Your Advantage

Meta-Rule #5: Do not violate the primal perceptions of your viewers. Remember, up means
more.

In the example provided in Fig. 5.2, we reviewed the disorientation that can occur
when the viewers’ primal perceptive instincts are violated. When viewing the graph
with the reversed Y-axis, the initial perception is that when the line moves down,
it should have the meaning of “less.” This is violated in Fig. 5.2. However, why

4Based upon the discussion of the concept of non-order in the perception of rainbow colors, the
use of a two-color gradient will not have meaning outside of a particular context. For instance, a
red—green gradient may be interpreted as having meaning in the case of profit numbers that are
both positive and negative, but that same scale would not have an intuitive meaning in another
context. As such, it is better to avoid multicolor gradients unless the context has a meaning already
established for the colors.
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Fig. 5.18 Differences between standard colors and emphasis colors

is it that humans perceive “up,” even in a 2D line graph, as meaning “more”? The
answer lies in the experiences of viewers, and the way that the brain uses experience
to drive perception.

For example, most children, when they are very young, play with blocks, or
stones, or some other group of objects. They sort them, stack them, line them up,
etc., and as they do so, they begin the process of wiring their brains’ perceptive
processes. This leads to the beginning of the brain’s ability to develop categories—
round is different from square, rough is different from smooth, large is different
than small, etc. At the same time, the brain learns that “more” takes up more space,
and “more,” when stacked, grows higher. It is from these and other childhood
experiences that the brain is taught “how the world works,” and these primal
perceptions drive understanding for the remainder of our lives.

When a visualizer violates these perceptions, it can cause cognitive confusion
in the viewer (e.g., Fig. 5.2). It can also create a negative emotional reaction in
the viewer, because the visualization conflicts with “how the world works.” The
visualizer who created Fig. 5.2 was more interested in creating a “dripping blood”
effect than in communicating clearly to her viewer, and the Internet firestorm that
erupted from the publication of that graph is evident in the emotional reaction of
many of the viewers.

Another common viewer reaction is toward visualizations that present percentage
representations. Viewers understand the concept of percent when approaching a
graph, and they know that the maximum percent level is 100%. However, Fig. 5.19
illustrates that some graphs may be produced to add up to more than 100%.

This is because the graph is usually representing multiple part-to-whole relation-
ships at the same time, but not giving the viewer this insight. The solution to this
perception problem is to always represent the whole when presenting a percentage,
so that viewers can understand to which whole each of the parts is being compared
(Fig. 5.20).
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Fig. 5.19 Annotations sum How Baby Boomers Describe Themselves
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Fig. 5.20 Representing multiple parts to whole

There are obviously many more of these primal perceptions that viewers hold,
and modern software packages make it rather difficult to accidentally violate them.
In almost every case, these kinds of violations occur when the visualizer attempts to
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add some additional artistic dimension to a graph, instead of focusing on presenting
the data with the highest possible fidelity.
Represent the Data Story with Integrity

Meta-Rule #6: Chart with graphical and ethical integrity. Do not lie, either by mistake or
intentionally.

Finally, it is important that, at all times, visualizers work to accurately represent
the story that is in their data. This means that the effect in the data must be accurately
reflected in the visualization. Edward Tufte, in his classic book The visual display of
quantitative information, provides a number of rules for charting graphical integrity.
While we cannot cover them in detail here, we provide a summary.

First, Tufte introduces the “Lie Factor,” which is the ratio between the effect in
the visualization and the effect in the data. So if the effect in the data is 1, but in the
visualization it is 2, the lie factor would be 2/1 or 2. In order for the visualization
to accurately represent the data, the Lie Factor should be as close to 1 as possible.
Figure 5.21 illustrates the Lie Factor.

Tufte’s other rules for graphical integrity, when broken, create Lie Factor ratios
that are higher or lower than 1. These other rules for graphical integrity are
summarized below:

Use Consistent Scales. “A scale moving in regular intervals, for example, is
expected to continue its march to the very end in a consistent fashion, without
the muddling or trickery of non-uniform changes” (Tufte, p. 50). What this means
is that when building axes in visualizations, the meaning of a distance should not

“Vi> “VZ> €1 | €25
. | .

l€c1>]€e2>
| |

——

In both cases above, the proportional In both cases, proportional difference
difference in both the data and in in visual area is 4, while the difference
visual area is 2 — No Lie Factor in the data is 2. LIE FACTOR=2

Fig. 5.21 Lie factors in proportional differences
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change, so if 15 pixels represents a year at one point in the axis, 15 pixels should
not represent 3 years at another point in the axis.

Standardize (Monetary) Units. “In time-series displays of money, deflated and
standardized units [ . .. ] are almost always better than nominal units.” This means
that when comparing numbers, they should be standardized. For currency, this
means using a constant unit (e.g., 2014 Euros, or 1950 USD). For other units,
standardization requires consideration of the comparison being communicated.
For instance, in a comparison between deaths by shooting in two states, absolute
numbers may be distorted due to differences in population. Or in a comparison of
military spending, it may be appropriate to use standardization by GDP, land mass,
or population. In any case, standardization of data is an important concept in making
comparisons, and should be carefully considered in order to properly communicate
the relationship in question.

Present Data in Context. “Graphics must not quote data out of context” (Tufte,
p- 60). When telling any data story, no data has meaning until it is compared with
other data. This other data can be a standard value, such as the “normal” human body
temperature, or some other comparison of interest such as year-over-year sales. For
instance, while today’s stock price for Ford might be $30, does that single data point
provide you with any understanding as to whether that price is high, low, good, or
bad? Only when data is provided within an appropriate context can it have meaning.

Further, as Tufte illustrates, visualizers choose what they wish to show, and what
they choose to omit. By intentionally presenting data out of context, it is possible
to change the story of that data completely. Figure 5.22 illustrates the data from
Fig. 5.2 presented out of context, showing the year after the enactment of the “Stand
Your Ground” law.

From the graph in Fig. 5.22 it is not possible to understand if the trend in gun
deaths in Florida is any different than it was before the law was enacted. However,
by presenting this data in this manner, it would be possible for the visualizer to drive
public opinion that the law greatly increased gun deaths. Figure 5.23 adds context
to this data set by illustrating that the trajectory of gun deaths was different after the
law was enacted—it is clearly a more honest graph.

Show the Data. “Above all else show the data” (Tufte, p. 92). Tufte argues that
visualizers often fill significant portions of a graph with “non-data” ink. He argues
that as much as possible, show data to the viewer, in the form of the actual data,
annotations that call attention to particular “causality” in the data, and drive viewers
to generate understanding.

When visualizers graph with low integrity, it reduces the fidelity of the represen-
tation of the story that is in the data. I often have a student ask, “But what if we
WANT to distort the data?”. If this is the case in your mind, check your motives.
If you are intentionally choosing to mislead your viewer, to lie about what the data
say, stop. You should learn the rules of visualization so that (1) you don’t break them
and unintentionally lie, and (2) you can more quickly perceive when a visualization
is lying to you.
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Fig. 5.22 Lack of illustration Gun Deaths in Florida
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4 Software and Data Visualization

Based upon the widespread recognition of the power of the visual representation of
data, and the emergence of sufficiently inexpensive computing power, many modern
software packages have emerged that are designed specifically for data visualiza-
tion. Even the more generalized software packages are now adding and upgrading
their visualization features more frequently. This chapter was not intended to
“endorse” a particular software package. It stands to illustrate some of the rules
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Fig. 5.23 Gun deaths in Florida, presented intuitively

that might explain why some software packages behave in a certain manner when
visualizing particular relationships.

Because most visualizers do not have the freedom to select any software they
choose (due to corporate standards), and because research companies such as
Gartner have published extensive comparative analyses of the various software
packages available for visualization, we do not recreate that here.

5 Summary and Further Reading

As stated above, a single chapter is far too little space to describe the intricacies of
data visualization. Few (2009) and Tufte and Graves-Morris (1983) are good sources
with which to broaden your knowledge of the “whys” of data visualization.

Exercises

Ex. 5.1 Answer the following conceptual questions:

(a) What is the key issue with using 3D graphs?

(b) When displaying differences in a single data dimension, explain why using
differences in object area is suboptimal.

(c) How may data dimensions can you represent on a scatterplot graph?

(d) Which kind of color should you use when representing different levels of a
single variable?

(e) What are some problems with gradients?

(f) Find an example of a quantitative graph in the media. Evaluate whether or not
the graph is properly conforming to Tufte’s principles described above.
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Ex. 5.2 Scenarios

(a) You wish to provide a visualization that illustrates the rank and relative
differences in various salespersons’ results. Which graph would be the most
“not wrong”?

(b) You wish to denote categories of customers using color. Should you use rainbow
colors or gradient colors?

(c) You wish to illustrate the percentage of donations coming from a particular
percentage of donors. What kind of relationship(s) are you attempting to
illustrate? Which visualization would be the most “not wrong”?

(d) You wish to illustrate the amount that each of your product lines contributes to
the percentage of total sales over a 5-year period. What would be your choice
for the most “not wrong” graph?

Ex. 5.3 Two views of the same data

Go to the New York Times website, and view this interactive visualization.
http://www.nytimes.com/interactive/2012/10/05/business/economy/one-report-

diverging-perspectives.html?_r=1&. Accessed on Feb 23, 2019.

While this visualization provides two views of the same data, critique its

success at providing alternative viewpoints. Notice how the different visualizations
utilize/break Tufte’s rules in order to shift perception.
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Chapter 6 ®
Statistical Methods: Basic Inferences Creck fo

Vishnuprasad Nagadevara

1 Introduction

The purpose of statistical analysis is to glean meaning from sets of data in order
to describe data patterns and relationships between variables. In order to do this,
we must be able to summarize and lay out datasets in a manner that allows us to
use more advanced methods of examination. This chapter introduces fundamental
methods of statistics, such as the central limit theorem, confidence intervals,
hypothesis testing and analysis of variance (ANOVA).

2 Motivating Examples

A real estate agent would like to estimate the average price per square foot of
residential property in the city of Hyderabad, India. Since it is not possible to collect
data for an entire city’s population in order to calculate the average value (j1), the
agent will have to obtain data for a random sample of residential properties. Based
on the average of this sample, they will have to infer, or draw conclusions, about the
possible value of the population average.
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A battery manufacturer desires to estimate the average life of batteries produced
by his company. In order to collect data about the lifetime of each battery, he will
have to use each one until it has run its course (employing, of course, a consistent
and scientific method of battery use). Thus, the data collection process is destructive
in nature. Consequently, it is not possible to collect the lifetime data for the entire
population of batteries produced by the company. The manufacturer will have to
resort to data collected from a random sample of batteries and use the sample
average to draw conclusions about the population average.

The Commissioner of a city municipal corporation needs to estimate the strength
of a recently constructed flyover before making payments to the contractor. In
order to estimate the strength of the entire flyover, the engineers will have to take
measurements of its strength at different locations. Based on the data, they can then
make inferences about the strength of the entire bridge.

A retailer wants to estimate the proportion of its customer base who make
electronic payments so that he can decide whether or not to install a credit card POS
(point-of-sale) machine. To do so, he can collect the data of customers who would
like to make electronic payments, and based on this sample data, he can estimate
the population proportion.

All of the above examples require the collection of sample data and calculation
of the sample mean (X) or sample proportion (p). Inferences with respect to the
population mean () and population proportion () are drawn based on the values
of the sample estimates X and p.

3 Methods of Basic Inference

3.1 Sample and Population

A population can be considered as a collection of entire set of measurements of any
characteristic that we are interested in. A sample can be defined as a smaller set
of measurements collected from the population. The science of statistics involves
drawing conclusions or inferring about the population based on the measurements
obtained from the sample. We need to employ random sampling methods in order to
draw reliable inferences. A random sample is defined as a set of n elements selected
from a population in such a way that the probability of selecting a set of n elements
is same as that of any other set of n elements.

The elements of the population have a probability distribution and have a mean
and standard deviation associated with the distribution. These values are called
parameters of the population. In other words, numerical measures associated with
the population mean, standard deviation, proportion etc. are called parameters. On
the other hand, the corresponding numerical measures associated with the sample
are called the statistics. Inferences about the population parameters are drawn based
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on the sample statistics. An example of some of the parameters and corresponding
statistics is shown in Table 6.1.

The value of the sample statistic X can be used to draw inferences about the
population mean . In other words, the value of X can be used to estimate the
possible value of . Thus, X is considered as the estimate of . Since X provides
a single value estimate corresponding to [, it is referred to as a “point estimate.”
We will discuss about “interval estimates,” which deal with a range estimation, later
in this chapter. The sample statistics such as X, S, and p are usually referred to
as estimators, while the numerical values associated with them are referred to as
estimates.

Let us consider a very small population of five companies. The names of the
companies and their profit before tax (PBT) in millions are given in Table 6.2.

The population mean (1) is 2.60 million, and the population standard deviation
(0) is 1.0198 million. Let us take all possible samples of size 3 from this population.
These samples are ABC, ABD, ABE, etc. There are only ten such samples possible.
Several samples have the same mean. For example, {A,C,E} and {C,D,E} have
sample mean equal to 2, and thus the frequency of the sample mean equal to 2
is 2. The sample means (Xs) are calculated and summarized in Table 6.3.

It can be seen from Table 6.3 that the sample mean X is a discrete random
variable in the sense that it can take any of the five possible values and that there
is a probability associated with each of these values. Let X; be the ith value taken

Table 6.1 Statistical

; . Numerical Population Sample

measures and their notations measure (notation) (notation)
Mean W X
Variance o? s?
Standard o] S
deviation
Proportion T p

Table 6.2 Breweries and Company name Code | PBT (million)

their profit before tax - -
Champion India A 3
Breweries

Charmy Breweries
Indian Breweries
‘Weka Breweries

oo O«
— W s

Stoll Breweries

Table 6.3 Sample means,

N . Sample mean | Frequency | Relative frequency
frequencies, and relative

frequencies 2.00 2 0.2
2.33 2 0.2
2.67 3 0.3
3.00 2 0.2
3.33 1 0.1
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by the sample mean and P (Yi) be the probability of observing the ith value. For
example, 71 = 2.00, and P (Yl) = (.2. It can be seen that the expected value of
the variable X is exactly equal to the population mean .

5
D X P (Xi) =260 = p.
i=1
The standard deviation of X (also referred to as oy) is
> 2
ox =Y (Xi—p)".P(X;)=04163.
i=1

There is a relationship between o and o5. The relationship is given by

o N —n
oy =— /| ——),
X /my\nN -1
where o is the population standard deviation, N is the size of the population (5 in

this particular case), and n is the sample size (3 in this particular case). This implies
that the sample mean X has a probability distribution with mean pw and standard

deviation o as given above. The expression _/ (%) used in the calculation of

oy is called the finite population multiplier (FPM). It can be seen that the FPM
approaches a value of 1 as the population size (N) becomes very large and sample
size (n) becomes small. Hence, this is applicable to small or finite populations. When
population sizes become large or infinite, the standard deviation of X reduces to %

The standard deviation of X is also called standard error. This is a measure of the
variability of X's.

Just as X is a random variable, each of the sample statistics (sample standard
deviation S, computed as the standard deviation of the values in a sample, sample
proportion p, etc.) is also a random variable, having its own probability distributions.
These distributions, in general, are called sampling distributions.

3.2 Central Limit Theorem

The fact that the expected value of X is equal to . implies that on average, the
sample mean is actually equal to the population mean. Thus, it makes X a very

good estimator of . The standard error (o) which is equal to % indicates that as

the sample size (n) increases, the standard error decreases, making the estimator, X,
approach closer and closer to L.
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In addition to the above properties, the distribution of X tends to the normal
distribution as the sample size increases. This is known as the central limit theorem
(CLT). The central limit theorem states that when the population has a mean . and
standard deviation o, and when a sample of sufficiently large size (n) is drawn from
it, the sample mean X tends to a normal distribution with mean i and standard
deviation 0.

The central limit theorem is very important in statistical inference because
it states that the sample mean X (approximately) follows a normal distribution
irrespective of the distribution of the population. It allows us to use the normal
distribution to draw inferences about the population mean. We will be making
extensive use of the CLT in the following sections.

3.3 Confidence Interval

We can see from the earlier section that the sample mean, X, is a point estimate
of the population mean. A point estimate is a specific numerical value estimate of
a parameter. The best point estimate of the population mean  is the sample mean
X, and since a point estimator cannot provide the exact value of the parameter, we
compute an “interval estimate” for the parameter which covers the true population
mean sufficiently large percentage of times. We have also learned in the previous
section that X is a random variable and that it follows a normal distribution with
mean | and standard deviation oy or an estimate of it. The standard deviation
o

is also referred to as “standard error” and can be shown to be equal to T (or

its estimate) where n is the sample size. We can use this property to calculate a
confidence interval for the population mean | as described next.

3.4 Confidence Interval for the Population Mean When
the Population Standard Deviation Is Known

In order to develop a confidence interval for the population mean, |, it is necessary
that the population standard deviation, o, is either known or estimated from the
sample data. First, let us consider a scenario where o is known. Figure 6.1 shows
the sampling distribution of X. The distribution is centered at ., and the standard
deviation (standard error) is given by o.

Let us identify two limits, Ly, and UL, each at a distance of £1.96 o5 from .
Note that in a normal distribution, a distance of 1.96 standard deviations from the
mean will cover an area of 0.475. Given this, the area between these two limits is
equal to 95%. What this implies is that if we take a large number of samples, each
of size n, and calculate the sample average for each sample, 95% of those sample
means will lie between the two limits, L;, and Uy.. In other words,
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Fig. 6.1 Sampling distribution of X

P (u—1960% < X < pu+ 1.960%) = 0.95 6.1)
By rearranging the terms . and X in the above expression, we get
P (X — 1.960% < n < X 4 1.960%) = 0.95 (6.2)

The way to interpret Expression (6.2) is that if we take a large number of samples
of size n and calculate the sample means and then create an interval around each X
with a distance of £1.96 o, then 95% of these intervals will be such that they
contain the population mean . Let us consider one such sample mean, X1, in
Fig. 6.1. We have built an interval around X | whose width is the same as the width
between L and Up. This interval is such that it contains . It can be seen that an
interval built around any X lying between L and Up will always contain . It is
obvious from Expression (6.1) that 95% of all X's will fall within this range. On the
other hand, an interval built around any X which is outside this range (such as X
in Fig. 6.1) will be such that it does not contain . In Fig. 6.1, 5% of all Xs fall in
this category.

It should be noted that because | is a parameter and not a random variable,
we cannot associate any probabilities with it. The random variable in Expression
(6.2) above is X. Consequently, the two values, X — 1.960% and X+ 1.960, are
also random variables. The appropriate way of interpreting the probability statement
(Expression 6.2) is that there is a large number of Xs possible and there are just
as many intervals, each having a width of 2x 1.96 o+. Moreover, there is a 95%
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probability that these intervals contain . The above statement can be rephrased
like this: “We are 95% confident that the interval built around an X contains p.” In
other words, we are converting the probability into a confidence associated with the
interval. This interval is referred to as the “confidence interval,” and its associated
probability as the “confidence level.” We can decide on the desired confidence level
and calculate the corresponding confidence interval by using the appropriate z-value
drawn from the standard normal distribution. For example, if we are interested in a
90% confidence interval, the corresponding z-value is 1.645, and this value is to be
substituted in the place of 1.96 in Expression (6.2).

Let us now apply this concept to a business example. Swetha is running a
number of small-sized restaurants in Hyderabad and wants to estimate the mean
value of APC (average per customer check) in such restaurants. She knows that
the population standard deviation o = ¥ 520 (X stands for Indian Rupee). She has
collected data from 64 customers, and the sample average X = ¥ 1586. The standard

deviation of X is ox = 320 _ 65, By substituting these values in Expression (6.2),

N
we get

P (1586 —1.96 x 65 < u < 1586 + 1.96 x 65) = 0.95

P (1458.6 < u < 1713.4) = 0.95

The above probability statement indicates that we are 95% confident that the
population mean p (which we do not know) will lie between X 1458.6 and X 1713.4.
By using the sample mean (X 1586), we are able to calculate the possible interval
that contains | and associate a probability (or confidence level) with it. Table 6.4
presents a few more confidence intervals and their corresponding confidence levels
as applied to this example.

Notice that the width of the confidence interval increases as we increase the
confidence level. It may be noted that a larger confidence level means a higher
z-value, and an automatic increase in width. The width of the confidence interval
can be considered as a measure of the precision of the statement regarding the true
value of the population mean. That is, the larger the width of the interval, the lower
the precision associated with it. In other words, there is a trade-off between the
confidence level and the precision of the interval estimate.

It will be good if we can achieve higher confidence levels with increased interval
precision. The width of the confidence interval depends not only on the z-value

Table 6.4 Confidence intervals with different confidence levels

Confidence level Lower limit Upper limit Width of the interval
90% %1479.075 31692.925 3213.85
95% T1458.60 %1713.40 3254.80

99% %1418.625 %1753.375 %334.75
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Table 6.5 Widths of ) Width of the interval
confidence intervals with

different sample sizes Confidence level | Sample size = 64 | Sample size = 256

90% %213.85 %106.925
95% 3254.80 %127.40
99% %334.75 %167.375

as determined by the confidence level but also on the standard error. The standard
error depends on the sample size. As the sample size, n, increases, the standard
error decreases since oy = % . By increasing the sample size (n), we can decrease

the standard error (o) with a consequent reduction in the width of the confidence
interval, effectively increasing the precision. Table 6.5 presents the width of the
confidence interval for two sample sizes, 64 (earlier sample size) and 256 (new
sample size), as applied to the earlier example. These widths are calculated for three
confidence levels as shown in Table 6.5.

It should be noted that the precision of the 99% confidence interval with n = 256
is more profound than that of the 90% confidence interval with n = 64.

‘We can consider the confidence interval as the point estimate, X, adjusted for the
margin of error measured by the standard error, o5. Obviously, the margin of error
is augmented by the confidence level as measured by the z-value.

3.5 Sample Size Determination

We can use the concept of confidence intervals to determine the ideal sample size. Is
the sample size of 64 ideal in the above example? Suppose Swetha wants to calculate
the ideal sample size, given that she desires a 95% confidence interval with a width
of £ 100. We already know that the margin of error is determined by the z-value
and the standard error. Given that the confidence level is 95%, the margin of error
or the width of the confidence interval is

+1.9605 = +1.96 (%) = 100. Thus, n = (1.96x520/100)% = 103.88 ~ 104.

The formula for calculation of sample size is

n= (Z*a)z 6.3)

w

where z = the standard normal variate corresponding to the confidence level,
o = the standard deviation of the population, and w = the width of the confidence
interval (on one side of the mean).

It can be seen from Expression (6.3) that the sample size increases with a
corresponding increase in the desired confidence level and the desired precision (the
smaller the width, the higher the precision). Also, the larger the standard deviation,
the larger the size of the required sample.
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3.6 Confidence Intervals for p When o Is Unknown: The
T Distribution

In many situations, the population standard deviation, o, is not known. In such a
situation, we can use s, the point estimate of o, to calculate the confidence interval.
The sample standard deviation s, the best estimate of o, is calculated using the
following formula:

n 2
5 = M (6.4)

n—1
where:

¢ sis the sample standard deviation.
¢ X is the ith sample observation.

* X is the sample mean.

e nis the sample size.

The denominator, (n — 1), is referred to as the degree of freedom (df). Abstractly,
it represents the effect that estimates have on the overall outcome. For example, say
we need to seat 100 people in a theater that has 100 seats. After the 99th person is
seated, you will have only one seat and one person left, leaving you no choice but
to pair the two. In this way, you had 99 instances where you could make a choice
between at least two options. So, for a sample size of n = 100, you had n — 1 = 99
degrees of freedom. Similarly, since we are using X as a proxy for the population
mean [L, we lose one degree of freedom. We cannot randomly choose all n samples
since their mean is bounded by X. As we begin using more proxy values, we will
see how this affects a parameter’s variability, hence losing more degrees of freedom.

Since we are using the sample standard deviation s, instead of o in our
calculations, there is more uncertainty associated with the confidence interval. In
order to account for this additional uncertainty, we use a t-distribution instead of a
standard normal distribution (“z”). In addition, we will need to consider the standard
error of the sample mean s = \/L;l when calculating the confidence intervals using
t-distribution.

Figure 6.2 presents the t-distribution with different degrees of freedom. As
the degrees of freedom increase, the t-distribution approaches a standard normal
distribution and will actually become a standard normal distribution when the
degrees of freedom reach infinity.

It can be seen from Fig. 6.2 that the t-distribution is symmetric and centered at
0. As the degrees of freedom increase, the distribution becomes taller and narrower,
finally becoming a standard normal distribution itself, as the degrees of freedom
become infinity.
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Fig. 6.2 t-Distribution with different degrees of freedom. When df = oo, we achieve a standard
normal distribution

The t-value is defined as t = where s = (6.5)

S
S ﬁ
The calculation of the confidence interval for a t-distribution is very similar to
that of a standard normal distribution except that we use a t-value instead of a z-

value and s instead of o.
The formula for a 90% confidence interval when o is not known is

P(X —too*sg < <X +1p9*sg) =090 (6.6)

Let us now apply this to an example. Swetha is interested in estimating the
average time spent by the customers in eating lunch in the restaurant. She collected
data from 25 customers (n) and calculated the sample mean and sample standard
deviation using this data. The sample mean (X) was 28 min, and the sample
standard deviation (s) was 12 min. The standard error of the sample mean is
sy = % = 2.4 min.

Figure 6.3 presents the t-distribution with 24 degrees of freedom (24 = n — 1
since we are using a proxy for the population mean w). If we are interested in
a 90% confidence interval, the corresponding t-value can be obtained from Table
6.12. Note that the combined area under the two tails is 0.1 (since the confidence
level is 90% or 0.9), making the area under the right tail 0.05. In Table 6.12, we
need to look under the column with right tail area = 0.05 and row Df = 24. This
gives us a corresponding t-value of 1.711. The 90% confidence interval can now be

calculated as
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Fig. 6.3 t-Distribution with 24 degrees of freedom

P(28-1.711 x 2.4 <p <28 + 1.711 x 2.4) =P (23.8936 < < 32.1064) = 90%.

It is apparent from this calculation that the interval of a t-distribution is somewhat
less precise than that of a standard normal distribution since the width of the
confidence interval obtained using t-distribution is larger than that obtained using
z-distribution.

3.7 Large-Sample Confidence Intervals for the Population
Proportion

Estimating the confidence interval for the population proportion 7 is very similar to
that of the population mean, . The point estimate for m is the sample proportion
p- The sampling distribution of p can be derived from binomial distribution. It is
known that the binomial random variable is defined as the number of successes,
given the sample size n and probability of success, . The expected value of a
binomial random variable is nt, and the variance is nw(1-7). Consider a variable D;
which denotes the outcome of a Bernoulli process. Let us map each success of the
Bernoulli process as D; = 1 and failure as D;j = 0. Then the number of successes
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X is nothing but ¥D; and the sample proportion, p = X = 2Di 1 other words,

n n
p is similar to the sample mean D, and by virtue of the central limit theorem, p (as
analogous to the sample mean) is distributed normally (when n is sufficiently large).
The expected value and the variance of the estimator p are given below:

X 1 1
E(p)=E (—) =-EX)=-nn=m (6.7)
n n n

and

Vip) =V (5) vy =Lamaom="0"0 (6.8)
n n n n

In other words, the sample proportion p is distributed normally with the E(p) = &t
(population proportion) and V(p) = m(1-m)/n. We use this relationship to estimate
the confidence interval for 7.

Swetha wants to estimate a 99% confidence interval for the proportion (m) of
the families who come for dinner to the restaurant with more than four members
in the family. This is important for her because the tables in the restaurant are
“four seaters,” and when a group consisting of more than four members arrive, the
restaurant will have to join two tables together. She summarized the data for 160
families, and 56 of them had more than four members. The sample proportion is
56/160 = 0.35. The standard error of p, 7, is the square root of V(p) which is equal

0.5
to (@ ) . In order to estimate the confidence interval for m, we need the o,
which in turn depends on the value of ! We know that p is a point estimate of T,

and hence we can use the value of p in coming up with a point estimate for o ,. Thus,

0.5 0.5
this point estimate 6, = (@ = (%) = 0.0377. The z-value

corresponding to the 99% confidence level is 2.575.
The 99% confidence level for the population proportion T is

P (0.35-2.575 x 0.0377 < 7 < 0.35 + 2.575 x 0.0377)
— P(0.2529 < 7 < 0.4471) = 0.99.

The above confidence interval indicates that Swetha should be prepared to join
the tables for 25-45% of the families visiting the restaurant.

3.8 Sample Size Determination

We can determine the ideal sample size for estimating the confidence interval for nt
with a given confidence level and precision. The process is the same as that for the
mean as shown in Expression (6.3)—which is reproduced below for ready reference.
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In the case of the population mean @, we have assumed that the population
standard deviation, o, is known. Unfortunately, in the present case, the standard
deviation itself is a function of 7, and hence we need to approach it differently.
Substituting the formula for o in Expression (6.3), we get

n=m(-n) (%)2 6.9)

Needless to say, (1 — ) is maximum when T = 0.5. Thus we can calculate
the maximum required sample size (rather than ideal sample size) by substituting
the value of 0.5 for m. Let us calculate the maximum required sample size for this
particular case. Suppose Swetha wants to estimate the 99% confidence interval with
a precision of £0.06. Using the z-value of 2.575 corresponding to 99% confidence
level, we get

2.575\2
n=(0.5)0.5) =2") =460.46 ~ 461
0.06

In other words, Swetha needs to collect data from 461 randomly selected families
visiting her restaurant. Based on Expression (6.9) above, it is obvious that the more
the desired precision, the larger is the sample size and the higher the confidence
level, the larger is the sample size. Sometimes, it is possible to get a “best guess”
value for a proportion (other than 0.5) to be used in Expression (6.9). It could be
based on a previous sample study or a pilot study or just a “best judgment” by the
analyst.

3.9 Confidence Intervals for the Population Variance

The sample variance, s2, calculated as shown in Expression (6.4) is the best

estimator of the population variance, o2. Thus, we can use s2 to make inferences

(n—1)82
02

about o2 by identifying the sampling distribution of . The random variable

M has a chi-square (x?) distribution with (n — 1) degrees of freedom. The %2

distribution is defined only for non-negative values, and its shape depends on the
degrees of freedom. Notice that unlike the normal distribution, the x2 distribution is
not symmetric but is skewed to the right. Figure 6.4 presents the x 2 distribution for
three different values of degrees of freedom.

The ¥ 2 values for the different degrees of freedom and various confidence levels
can be obtained from Table 6.13. In Table 6.13, consider the row corresponding to
degrees of freedom 8 and columns corresponding to 0.95 and 0.05 under the right
tail. These two values are 2.7826 and 15.5073. These two values are shown in Fig.
6.4, under the chi-square distribution curve with df = 8. This implies that the area
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Fig. 6.4 Chi-square distribution with different degrees of freedom

to the right of 2.7826 is equal to 0.95 (i.e., the area to the left of 2.7826 is equal to
1-0.95 = 0.05), and the area to the right of 15.5073 is equal to 0.05. Thus, the area
enclosed between these two x> values is equal to 0.90.

Swetha had earlier calculated the sample standard deviation, s, as 12 min. The
variance $? is 144 min?, and the degrees of freedom is 24. She wants to estimate
a 95% confidence interval for the population variance, o2. The formula for this
confidence interval is

(n—1s2
P <X2,0‘975 == = X000 ) = 0.95 (6.10)

By rearranging the terms in Expression (6.10), we get

2 2
P(ugngu):m

2 2
XU,0.025 XL,0.975

where x%’0.975 is the “lower” or left-hand side value of x2from Table 6.13,

corresponding to column 0.975 and X[2] 0.025 18 the “upper” or right-side value
corresponding to column 0.025. The two values, drawn from Table 6.13, are 12.4012
and 39.3641. The 95% confidence interval for o is

dx144 5, 24x144 _p<877957 < o? <2786827) =0.95
393641 ~ 7 T 24012 ) T DB =0 =208 =T
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In some situations, we want to confidently state that the parameter being
estimated is far from zero or less than some given value. Such statements can
be made using one-sided confidence intervals. One-sided confidence intervals can
be similarly calculated as two-sided ones for the population mean, population
proportion, or population standard deviation. For example, in the last calculation,
P(87.7957 < o2) = 0.975. Sample size calculations are also similar and omitted.
Also see one-sided hypothesis testing below.

3.10 Hypothesis Testing

When estimating the confidence interval for ., w, or o2, we do not make any prior

assumptions about the possible value of the parameter. The possible range within
which the parameter value is likely to fall is estimated based on the sample statistic.
However, sometimes the decision maker has enough reason to presume that the
parameter takes on a particular value and would like to test whether this presumption
is tenable or not based on the evidence provided by the sample data. This process is
referred to as hypothesis testing.

Let us consider a simple example of hypothesis testing. In the field of electronics,
some parts are coated with a specific material at a thickness of 50 pm. If the coating
is too thin, the insulation does not work properly, and if it is too thick, the part will
not fit properly with other components. The coating process is calibrated to achieve
50 pm thickness on average with a standard deviation of 8 wm. If the outcome is
as expected (50 wm thickness), then the process is said to be in control, and if not,
it is said to be out of control. Let us take a sample of 64 parts whose thickness is
measured and sample average, X, is calculated. Based on the value of X, we need
to infer whether the process is in control or not.

In order to effectively understand this, we create a decision table (refer to
Table 6.6).

Hy represents the null hypothesis, or the assumption that the parameter being
observed is actually equal to its expected value, in this case that is p = 50 pm.

It is obvious from Table 6.6 that there are only four possibilities in hypothesis
testing. The first column in Table 6.6 is based on the assumption that the “process
is in control.” The second column is that the “process is not in control.” Obviously,
these two are mutually exclusive. Similarly, the two rows representing the conclu-
sions based on X are also mutually exclusive.

Situation 1: Null Hypothesis Is True

Let us analyze the situation under the assumption for the null hypothesis wherein
the process is in control (first column) and  is exactly equal to 50 wm. We denote
this as follows:

Hp: po =50 pum.
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Table 6.6 Decision table for hypothesis testing

Null hypothesis is true Null hypothesis is false

The process is in The process is out of
control Hyp: . = 50 wm | control Hy: p # 50 pm
Our conclusion | Conclude that Q1 Q2
based on the process is in control | The conclusion is Type II error
value of X (accept Hy) GOOD probability is
No error
Conclude that Q3 Q4
process out of Type I error The conclusion is GOOD
control probability is o No error

(reject Hp)

Lo is a notation used to imply that we do not know the actual value of ., but its
hypothesized value is 50 pm.

If our conclusion based on evidence provided by X puts us in the first cell
of column 1, then the decision is correct, and there is no error involved with the
decision. On the other hand, if the value of X is such that it warrants a conclusion
that the process is not in control, then the null hypothesis is rejected, resulting in
a Type I error. The probability of making a Type I error is represented by «. This
is actually a conditional probability, the condition being “the process is actually in
control.” By evaluating the consequences of such an error and coming up with a
value for a, it allows us to indicate the extent to which the decision maker is willing
to tolerate a Type I error. Based on the value of o, we can evolve a decision rule to
either accept or reject the proposition that the “process is in control.”

The selection of o is subjective, and in our example we will pick 0.05 as the
tolerable limit for .

Suppose we take a sample of size 64 and calculate the sample mean X. The
next step is to calculate the limits of the possible values of X within which the null
hypothesis cannot be rejected. Considering that o is set at 0.05, the probability of
accepting the null hypothesis when it is actually true is 1 — o = 0.95. The sample
mean is distributed normally with mean 50 and standard error ;—a = 1. The limits

of X within which we accept the null hypothesis is given by

P (Mo 2L <X <uo+ z.%):P (50 — 1.96(1) <X <50 + 1.96(1)) =0.95
n n

In other words, our decision rule states:

If the sample mean X lies between 48.04 and 51.96 wm, then we can conclude
that the process is in control. This range is referred to as the acceptance region.
On the other hand, if Yfalls outside these two limits, there is enough evidence to
conclude that the process is out of control, rejecting the null hypothesis and resulting
in an error, the probability of which is not more than 0.05.

This is illustrated in Fig. 6.5. The shaded area under the two tails combined
is equal to 0.05 and is usually referred to as the rejection region, since the null
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Fig. 6.5 Acceptance and rejection regions

hypothesis is rejected when X falls in this region. The probability of a Type I error
(o) is equally divided between the two tail regions since such an equal division leads
to the smallest range of an acceptance region, thereby maximizing the precision.
It should be noted that the selection of a is completely within the control of the
decision maker.

Situation 2: Null Hypothesis Is False

Now that we have a decision rule that says that we accept the null hypothesis as
long as X is between 48.04 and 51.96, we can develop the procedure to calculate
the probability of a Type II error. A Type II error is committed when the reality
is that the process is out of control and we erroneously accept the null hypothesis
(that the process is in control) based on evidence given by X and our decision rule.
If the process is out of control, we are actually operating on the second column
of Table 6.6. This implies that i 7% 50 wm. This also implies that . can be any
value other than 50 pwm. Let us pick one such value, 49.5 pm. This value is usually
denoted by pa because this is the alternate value for . This is referred to as the
“alternate hypothesis” and expressed as

Hi: po # 50

The distribution of X with s = 49.5 is presented in Fig. 6.6. As per our decision
rule created earlier, we would still accept the null hypothesis that the process is
under control, if X falls between 48.04 and 51.96 wm. This conclusion is erroneous
because, with s = 49.5, the process is actually out of control. This is nothing but a
Type II error. The probability of committing this error () is given by the area under
the curve (Fig. 6.6) between the values 48.04 and 51.96. This area is 0.9209.
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/ Value of B
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Fig. 6.6 Calculation of f when s = 49.5 pm

Table 6.7 Values of p and

. Alternate value for . | B 1-8
1 — B for different values of 47.00 0.1492 | 0.8508
47.50 0.2946 | 0.7054
48.00 0.4840 | 0.5160
48.50 0.6770 | 0.3230
49.00 0.8299 | 0.1701
49.50 0.9209 | 0.0791
50.00 0.9500 | 0.0500
50.50 0.9209 | 0.0791
51.00 0.8299 | 0.1701
51.50 0.6770 | 0.3230
52.00 0.4840 | 0.5160
52.50 0.2946 | 0.7054
53.00 0.1492 | 0.8508

As a matter of fact, the alternate value for | can be any value other than 50 pm.
Table 6.7 presents values of § as well as 1 — p for different possible values of .
1 — B, called the power of the test, is interpreted as the probability of rejecting the
null hypothesis when it is not true (Table 6.6 Q4), which is the correct thing to do.

It can be seen from Table 6.7 that as we move farther away in either direction
from the hypothesized value of p (50 pm in this case), p values decrease. At
A = Ko (the hypothesized value of ), 1 — g is nothing but o and p is nothing
but 1 — . This is clear when we realize that at the point Lo = |, We are no longer
in quadrants Q2 and Q4 of Table 6.6 but have actually “shifted” to the first column.
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Fig. 6.7 Operating characteristic curve
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Fig. 6.8 Power curve
Figure 6.7 presents the values of B plotted against different values for . This

curve is referred to as the “operating characteristic” curve. What is interesting is the
plot of 1 — B against different values of ., which is presented in Fig. 6.8.
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As mentioned earlier, 1 — p is the probability of rejecting the null hypothesis
when it is not true. Ideally, this probability should be as close to 1 as possible
when  is different from g and as close to zero when W = po. This indicates
how powerful our test is with respect to the hypothesis. Hence, the curve presented
in Fig. 6.8 is referred to as the “power curve.” Figure 6.8 presents two power curves,
one corresponding to a sample size of 64 and the other to 1024. It can be seen that
the power curve approaches the ideal curve of a straight line at the mean when the
sample size increases.

The sample mean, X, based on the 64 observations turned out to be 47.8 m.
The conclusion we draw is that the process is out of control—the manufacturing
process needs to be stopped and the entire process recalibrated. The error, if any,
has a probability of not more than 0.05 associated with this conclusion.

It is interesting to note that it is possible to commit either a Type I e